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Apresentacdo

O 1l Encontro Nacional de Direito do Futuro (I ENDIF), organizado pelo Centro

Universitario Dom Helder com apoio técnico do Conselho Nacional de Pesquisa e Pos-
graduagdo em Direito — CONPEDI, reafirma-se como um espaco qualificado de producéo,

didlogo e circulagdo do conhecimento juridico, reunindo a comunidade cientifica em torno de
um propdsito comum: pensar, com rigor metodol 6gico e sensibilidade social, os caminhos do
Direito diante das transformagfes que marcam o nosso tempo. Realizado nos dias 09 e 10 de
outubro de 2025, em formato integralmente on-line, 0 evento assumiu como tema geral

“Justica social e tecnolégica em tempos de incerteza’, convidando pesquisadoras e

pesquisadores a enfrentar criticamente os impactos da inovagéo tecnolégica, das novas
dindmicas sociais e das incertezas globais sobre as instituicdes juridicas e os direitos
fundamentais.

Nesta segunda edicdo, 0os niUmeros evidenciam a forca do projeto académico: 408 trabalhos
submetidos, com a participacdo de 551 pesquisadoras e pesquisadores, provenientes de 21
Estados da Federacdo, culminando na organizacdo de 31 e-books, que ora se apresentam a
comunidade cientifica. Essa coleténea traduz, em linguagem académica e compromisso
publico, a vitalidade de uma pesquisa juridica que ndo se limita a descrever problemas, mas
busca compreendé-los, explicar suas causas e projetar solucdes coerentes com a Constituigao,
com os direitos humanos e com os desafios contemporaneos.

A publicagdo dos 31 e-books materializa um processo coletivo que articula pluralidade
temética, densidade tedrica e seriedade cientifica. Os textos que compdem a coletanea
passaram por avaliacdo académica orientada por critérios de qualidade e imparcialidade, com
destaque para o método double blind peer review, que viabiliza a andlise inominada dos
trabalhos e exige o exame por, no minimo, dois avaliadores, reduzindo subjetividades e
preferéncias ideol bgicas. Essa opcdo metodol 6gica €, ab mesmo tempo, um gesto de respeito
aciéncia e uma afirmagdo de que a pesquisa juridica deve ser construida com transparéncia,
responsabilidade e abertura ao escrutinio critico.

O Il ENDIF também se insere em uma trgjetoria institucional ja consolidada: a primeira
edicéo, realizada em junho de 2024, reuniu centenas de pesquisadoras e pesquisadores e
resultou na publicagdo de uma coletanea expressiva, demonstrando que o Encontro se
consolidou, desde o inicio, como um dos maiores eventos cientificos juridicos do pais. A



continuidade do projeto, agora ampliada em escopo e capilaridade, reafirma a importancia de
se fortalecer ambientes académicos capazes de integrar graduacdo e pos-graduacdo, formar
novas geracdes de pesquisadoras e pesquisadores e promover uma cultura juridica
comprometida com arealidade social.

A programacédo cientifica do evento, organizada em painéis tematicos pela manha e Grupos
de Trabalho no periodo da tarde, foi concebida para equilibrar reflexdo tedrica, debate
publico e socializagdo de pesquisas. Nos painéis, temas como inteligéncia artificial e direitos
fundamentais, protecdo ambiental no sistema interamericano, protecdo de dados e heranca
digital foram tratados por especialistas convidados, em debates que ampliam repertérios e
conectam a producéo académica aos dilemas concretos vividos pela sociedade.

A programacdo cientifica do Il ENDIF foi estruturada em dois dias, 09 e 10 de outubro de
2025, combinando, no periodo da manhd, painéis tematicos com exposicdes de especialistas
e debates, e, no periodo da tarde, sessdes dos Grupos de Trabalho. No dia 09/10 (quinta-
feira), apds a abertura, as 09h, realizou-se o Painel |, dedicado aos desafios da atuacéo

processual diante da inteligéncia artificial (“Inteligencia artificial y desafios de derechos
fundamentales en el marco de la actuacion procesal”), com exposicado de Andrea Alarcédn

Pefia (Coldmbia) e debate conduzido por Caio Augusto Souza Lara. Em seguida, as 11h,

ocorreu o Painel 11, voltado a protecdo ambiental no Sistema Interamericano, abordando a
evolucdo da OC-23 ap novo marco da OC-32, com participacéo de Soledad Garcia Munoz
(Espanha) e Valter Moura do Carmo como palestrantes, sob coordenacdo de Ricardo

Stanziola Vieira. No periodo da tarde, das 14h as 17h, desenvolveram-se as atividades dos
Grupos de Trabalho, em ambiente virtual, com apresentacdo e discussdo das pesquisas

aprovadas.

No dia 10/10 (sexta-feira), a programacéo manteve a organizacdo: as 09h, foi realizado o
Paingl 111, sobre LGPD e aimportancia da protecdo de dados na sociedade de vigilancia, com
exposicdes de Lais Furuya e Jilia Mesquita e debate conduzido por Yuri Nathan da Costa
Lannes; as 11h, ocorreu o Painel 1V, dedicado ao tema da heranca digital e a figura do
inventariante digital, com apresentacdo de Felipe Assis Nakamoto e debate sob

responsabilidade de Tais Mallmann Ramos. Encerrando o evento, novamente no turno da
tarde, das 14h as 17h, seguiram-se as sessdes dos Grupos de Trabalho on-line, consolidando
0 espaco de socializacdo, critica académica e amadurecimento das investigaces apresentadas.

Ao tornar publicos estes 31 e-books, o Il ENDIF reafirma uma convicgéo essencial: ndo ha
futuro democrético para o Direito sem pesguisa cientifica, sem debate qualificado e sem
compromisso com a verdade metodoldgica. Em tempos de incerteza — tecnolgica, social,



ambiental e institucional —, a pesquisa juridica cumpre um papel civilizatorio: ilumina
problemas invisibilizados, gquestiona estruturas naturalizadas, qualifica politicas publicas,
tensiona 0 poder com argumentos e of erece horizontes normativos mais justos.

Registramos, por fim, nosso reconhecimento a todas e todos que tornaram possivel esta obra
coletiva— autores, avaliadores, coordenadores de Grupos de Trabalho, debatedores e equipe
organizadora—, bem como as instituicoes e redes académicas que fortalecem o ecossistema
da pesquisa em Direito. Que a leitura desta coletanea seja, a0 mesmo tempo, um encontro
com o que ha de mais vivo na producdo cientifica contemporénea e um convite a seguir
construindo, com coragem intelectual e responsabilidade publica, um Direito a altura do
NOSso tempo.

Belo Horizonte-M G, 16 de dezembro de 2025.

Prof. Dr. Paulo Umberto Stumpf — Reitor do Centro Universitario Dom Helder

Prof. Dr. Franclim Jorge Sobral de Brito — Vice-Reitor e Pro-Reitor de Graduacdo do Centro
Universitario Dom Helder

Prof. Dr. Caio Augusto Souza Lara — Pré-Reitor de Pesguisa do Centro Universitario Dom
Helder



CONFLITOSARMADOS: UMA INTERSECAO ENTRE INTELIGENCIA
ARTIFICIAL E DIREITOSHUMANOS

ARMED CONFLICTS: AN INTERSECTION BETWEEN ARTIFICIAL
INTELLIGENCE AND HUMAN RIGHTS

Maria Eduarda Zucchetti Vieira

Resumo

A ciénciatem avangado de forma acelerada, sobretudo nas Ultimas décadas, destacando-se a
Inteligéncia Artificial (IA) como uma das inovagbes de maior impacto na
contemporaneidade. Neste sentido, esta pesquisa se propde ainvestigar os efeitos da | A sobre
os direitos humanos, com énfase nos desafios ético-juridicos relacionados ao seu uso em
conflitos armados. Sistemas auténomos, como drones e muni¢des inteligentes, desempenham
funcbes decisorias criticas, tensionando principios do Direito Internacional Humanitério e a
autonomia humana. Embora aumentem a eficiéncia militar, geram riscos de vieses, opacidade
e carecem de legislagdo adequada.

Palavras-chave: Palavras-chave: direitos humanos, Inteligéncia artificial, Autonomia,
Conflitos armados, Responsabilizagdo

Abstract/Resumen/Résumeé

Science has advanced in an accelerated way, especially in the last decades, highlighting
Artificial Intelligence (Al) as one of the innovations with the greatest impact on
contemporaneity. In this sense, this research aims to investigate the effects of Al on human
rights, with emphasis on the ethical and legal challenges related to its use in armed conflicts.
Autonomous systems, such as drones and smart munitions, perform critical decision-making
functions, tensioning principles of international humanitarian law and human autonomy.
Although they increase military efficiency, they generate risks of biases, opacity and lack
adequate legidlation.

K eywor ds/Palabr as-claves/M ots-clés. Keywords: human rights, Artificial intelligence,
Autonomy, Armed conflicts, Responsibility
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INTRODUCAO

A ciéncia tem evoluido de forma acelerada, sobretudo nas ltimas décadas. Nesse
periodo, a humanidade alcangou avangos no desenvolvimento de novas tecnologias, dentre as
quais se sobressai a Inteligéncia Artificial (IA), consolidada como uma das inovagdes de maior
impacto na contemporaneidade (O’Neil 2020). Nesse mesmo horizonte, a autonomia,
concebida como um dos principios estruturantes da justica, enfrenta desafios inéditos. Se, por
um lado, tais sistemas possuem o potencial de se constituirem catalisadores da igualdade e, por
conseguinte, da propria autonomia, por outro, podem igualmente aprofundar e perpetuar
desigualdades ja existentes, caso ndo sejam concebidos e aplicados a partir de uma perspectiva
ética e orientada pelos direitos humanos. Nesse cenario, impdem-se as seguintes questdes: qual
o impacto dessas ferramentas na autonomia? E pode o Direito amenizar tal impacto?

Devido a sua relevancia, a IA assume posi¢do central também nos conflitos armados
que permeiam as relagdes internacionais atuais (Russel, 2015). O desenvolvimento de sistemas
militares baseados em IA, que ndo inclui apenas drones, mas também outros recursos, como
munic¢des de permanéncia prolongada, tém avancado a ponto de integrar ndo somente a pratica
tatica, como igualmente a tomada de decisdes estratégicas, ad exemplum, a selecdo de alvos
balisticos. Mais do que uma ferramenta de ordem técnica, a A atua como instancia de
reconfiguragdo da humanidade, instaurando novos modos de ser e de agir em um mundo
crescentemente mediado por logicas algoritmicas.

A partir desse cendrio, a presente pesquisa propde-se a examinar a relagdo entre Direitos
Humanos e Inteligéncia Artificial, com especial ateng@o aos desafios ético-juridicos decorrentes
da automagdo decisoria, em que ¢ adotado o uso de recursos de IA na tomada de decisdes
relativa aos conflitos bélicos.

O presente estudo tem como objetivo geral analisar a relagdo entre o avango tecnoldgico
e a prote¢do dos direitos humanos, com destaque para as potenciais violagdes decorrentes do
uso da inteligéncia artificial (IA) em conflitos armados, a luz da Declaracdo Universal dos
Direitos Humanos (DUDH).

De modo especifico, propde-se a: (i) examinar os fundamentos conceituais e técnicos
da Inteligéncia Artificial, com especial enfoque em suas origens, métodos de funcionamento,
assim como discorrer acerca dos primeiros questionamentos éticos sobre autonomia e
responsabiliza¢do; (i) perquirir a incorporacdo da Inteligéncia Artificial em contexto de
conflitos armados, especialmente no que tange o uso de sistemas autonomos e de apoio a

decisdo e (ii1) investigar os desafios éticos-juridicos decorrentes da utilizagdo da Inteligéncia
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Artificial na guerra, em especial, no que se refere a protecdo dos direitos tutelados pela
Declaragao Universal de Direitos Humanos (1948).

Para tanto, esta pesquisa, de natureza qualitativa, adota o método hipotético-dedutivo,
valendo-se de pesquisa bibliografica e documental, com base em livros, artigos cientificos,
instrumentos normativos e casos concretos. As discussdes sdo conduzidas a luz de autores como
Yordanova (2025) e Floridi (2013), no que concerne ao segundo objetivo especifico; e de
Russell (2015, 2021, 2022) e Mitchell (1997), além da Lei da Unido Europeia sobre Inteligéncia

Artificial, relativamente ao terceiro objetivo.

1 FUNDAMENTOS E EVOLUCAO DA INTELIGENCIA ARTIFICIAL

O termo “inteligéncia artificial” foi cunhado em 1955 pelo matematico e cientista John
McCarthy, pesquisador da Universidade de Stanford e do Massachusetts Institute of
Technology (MIT). Inspirado pelos estudos matematicos de Alan Turing, McCarthy
desenvolveu a linguagem de programacao Lisp, a qual se tornou um marco para o avango da
area ao permitir a criacdo de sistemas computacionais mais sofisticados (Russel, 2010).
Enquanto fendmeno cientifico, a Inteligéncia Artificial (IA) constitui um ramo da ciéncia da
computag¢do dedicado ao desenvolvimento de sistemas capazes de simular comportamentos
inteligentes.

As tecnologias de inteligéncia artificial tém produzido efeitos de tal magnitude que ndo
podem ser compreendidos apenas em termos quantitativos, mas devem ser analisados como
transformagdes que incidem diretamente sobre a subjetividade das relagdes entre pessoas e
tecnologia. Trata-se, portanto, de um fendmeno que ultrapassa a dimensdo meramente
instrumental, alcancando esferas sociais, culturais e éticas. Nesse sentido, ja em 1945, Vannevar
Bush, em “As We May Think”, publicado na revista The Atlantic Monthly (1945), conjecturava
que o tratamento automatizado da informagao poderia se tornar uma espécie de apéndice da
memoria humana, baseando-se nos principios da Maquina de Turing.

Ainda, de acordo com a Stanford Encyclopedia of Philosophy, em “Ethics of Artifical
Intelligence And Robotics” (2020), muitos dos formalismos e técnicas centrais da A t€m
origem na filosofia e, ainda hoje, sdo amplamente empregados: logica de primeira ordem e suas
extensoes; logicas intensionais voltadas & modelagem de atitudes doxasticas e ao raciocinio
deontico; logica indutiva, teoria da probabilidade e raciocinio probabilistico; raciocinio pratico

e planejamento, entre outros. Essa heranca filosoéfica evidencia que a IA ndo se limita a uma
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dimensao estritamente técnica, mas também se apoia em fundamentos conceituais voltados a
modelagem de processos cognitivos e decisorios.

Interessa, portanto, averiguar de que maneira ocorre o desenvolvimento dos sistemas e
sua autonomia nos contextos de tomadas de decisdo, especialmente nos contextos de guerra
aqui destacados.

Quanto as etapas do desenvolvimento dos sistemas de A, destaca-se o aprendizado de
maquina (machine learning), caracterizado pela elaboragdo de algoritmos — conjuntos finitos
de instrucdes precisas e bem definidas — destinados a resolu¢ao de problemas ou a execugao
de tarefas especificas, que visam a otimizagdo de processos, aprimorando continuamente o
desempenho por meio da andlise preditiva de dados (Russell, 2021, 2022).

Na pratica, o funcionamento da IA pode ser descrito como um ciclo continuo de
processamento de dados de entrada, execucao de operagdes computacionais e, a consequente,
geracdo de saidas fundamentadas em padrdes identificados. Atualmente, esse processo €
majoritariamente implementado por meio do deep learning — ou aprendizado profundo —,
estruturado em redes neurais artificiais inspiradas no funcionamento do cérebro humano,
especialmente no que se refere ao reconhecimento e a interpretagdo de informagdes complexas.

Nesse contexto, compreende-se que o processo denominado “aprendizagem” em machine
learning decorre da recorréncia: quanto mais vezes uma tarefa ¢ executada, maior a capacidade
da maquina de reproduzi-la com eficiéncia (Mitchell, 1997). Tendo em vista que as unidades
de processamento sdo projetadas para gerar multiplas respostas a partir das entradas recebidas,
simulando uma rede neuronal apta a formular solugdes inclusive em situagdes inéditas.

Contudo, tendo em vista que esses sistemas se baseiam em estruturas estatisticas e
probabilisticas, seus resultados sdo, por natureza, incertos. Tal incerteza ¢ potencializada pela
possibilidade de refor¢o de vieses existentes nas bases de dados, frequentemente marcadas pela
subjetividade humana. Outrossim, a crescente complexidade das relagdes estabelecidas por
sistemas de IA intensifica o problema da opacidade dos modelos, conhecido como caixa-preta,
que se manifesta na dificuldade — e muitas vezes impossibilidade — de compreender seus
processos decisorios internos.

Diante disso, constata-se que, embora representem um notavel avango na otimizagao de
processos por meio da andlise preditiva de dados, também introduzem desafios significativos
de ordem juridica, ética e técnica. Uma vez que sua capacidade de aprender a partir de grandes

volumes de informacdes e de formular solu¢des amplia significativamente suas potencialidades,
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mas, simultaneamente, evidencia novos riscos, especialmente aqueles associados ao uso de

tecnologias emergentes em conflitos armados.

2 CONFLITOS ARMADOS: INTELIGENCIA ARTIFICIAL E AUTONOMIA

No cenario geopolitico do final do século XX, em um contexto de pds-Guerra Fria,
evidenciou-se a centralidade da capacidade técnica, industrial e produtiva dos Estados como
elemento estratégico para a promog¢do de inovagdes tecnoldgicas, ndo apenas redefinindo as
relacdes internacionais, mas também inaugurando novos parametros de poder e influéncia.

No campo militar, tal realidade ndo se apresenta de forma diversa, na medida em que a
incorporacdo de sistemas de Inteligéncia Artificial repercute nas dindmicas e nas caracteristicas
estruturais dos conflitos armados contemporaneos. Nesse sentir, a evolucdo tecnoldgica
aplicada ao setor militar assume papel central nos estudos de seguranca nacional e internacional,
ao mesmo tempo em que suscita reflexdes acerca de seus impactos sobre a ordem normativa
global.

Salienta-se para a intensificacdao do uso de tecnologias autdnomas em operagdes bélicas,
uma vez que impde novos desafios ao Direito Internacional Humanitério, sobretudo no que
concerne a protecdo de civis e a observancia dos principios que regem a condugdo das
hostilidades, tensionando os direitos e garantias fundamentais consagrados na Declaragao
Universal dos Direitos Humanos (1948).

A titulo de ilustracdo, pode se observar o desenvolvimento de sistemas auténomos,
como drones e muni¢des de permanéncia prolongada, projetados para integrar, de maneira
simultanea, a pratica tatica e a decisdo estratégica na selecdo de alvos balisticos.

Nesse contexto, os A1 Decision Support Systems (Al DSS) emergem como instrumentos
dotados de capacidade para reconhecer padrdes complexos em grandes volumes de dados, bem
como projetar cendrios futuros e fornecer alternativas fundamentadas na analise preditiva dos
dados que a compdem. A incorporacdo desses sistemas nas diferentes fases do planejamento
militar amplia a eficiéncia operacional e decisoria das forcas armadas, mas desloca, ainda que
parcialmente, a tomada de decisdo da esfera humana para algoritmos automatizados,
produzindo consequéncias profundas sobre a autonomia e, por conseguinte, a possibilidade de
responsabiliza¢do por eventuais danos.

Ademais, a utilizagdo dessas ferramentas e seu consequente crescimento tém gerado

diferentes interpretacdes acerca de suas defini¢des. O Parlamento Europeu aponta a auséncia
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de controle humano significativo, conceito que pode ser aprofundado a partir de Floridi (2013),
em Human in the Loop. Por outro lado, o Departamento de Defesa dos Estados Unidos atualizou

recentemente suas diretrizes sobre Sistemas de Armas Autdnomas, definindo-os como:

Um sistema de armas que, uma vez ativado, pode selecionar e engajar alvos sem
intervengdo adicional de um operador. Isso inclui, mas ndo se limita a sistemas de
armas auténomos supervisionados pelo operador, que sdo projetados para permitir
que os operadores substituam a operacdo do sistema de armas, mas podem
selecionar e engajar alvos sem mais interven¢do do operador apos a ativagao.
(United States, 2023, traduc@o nossa).

Nesse sentir, resta mais que evidente que a adog¢do de tecnologias de Inteligéncia
Artificial no campo militar ndo se limita a transformar as dinamicas operacionais e estratégicas
dos conflitos armados, mas impde desafios complexos de ordem ética, juridica e normativa.
Outrossim, no que se refere a autonomia, evidencia-se a existéncia de lacunas conceituais e, por

conseguinte, de incertezas quanto ao desconhecimento acerca da extensdo de seus riscos.

3 DESAFIOS ETICO-JURIDICOS

A possibilidade de que a tecnologia viesse a desempenhar tarefas até entdo restritas ao
intelecto humano inaugurou a presenca de elementos capazes de mimetizar processos de tomada
de decisdo baseados em raciocinios loégico-dedutivos. Avango este que abriu espago para as
primeiras indagagdes de carater ético acerca da atuacdo de entes artificiais, questionamentos
que se revelam antecedentes do debate contemporaneo e que continuam a se conceber, com
igual relevancia, sobre as discussdes atuais.

Grande parte das reflexdes que hoje permeiam o uso de sistemas automatizados de
tomada de decis@o encontram suas raizes nas primeiras preocupagdes quanto aos impactos da
automacao, sobretudo no que diz respeito as possiveis restrigdes impostas a autonomia humana.
Tal deslocamento traz a tona complexos desafios éticos e juridicos, pois a automatizagdao de
decisoes criticas, antes submetidas a ponderagdo humana, compromete o exercicio da human
agency — isto €, a capacidade do individuo de decidir e agir de forma autobnoma — e, por
consequéncia, a propria responsabilizagdo por danos decorrentes do uso da forca (O’Neil,
2020). Soma-se a isso o fato de que a operacdo de algoritmos em larga escala esta sujeita a
vieses, erros e opacidades inerentes ao seu funcionamento, fendmeno conhecido como “caixa-
preta”, ou black box (Pasquale, 2015), que dificulta a compreensdo e a justificativa de decisdes

automatizadas, gerando lacunas significativas no plano ético e juridico.
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Nesse interim, ainda que a andlise preditiva de dados se revele util para a projegdo de
cendrios estratégicos, ela pode produzir esteredtipos e padrdes discriminatorios, impactando
diretamente direitos fundamentais consagrados na Declaragdo Universal dos Direitos Humanos

de 1948.

CONSIDERACOES FINAIS

Constata-se, nesse sentido, um descompasso entre o ritmo acelerado de
desenvolvimento tecnoldgico e a capacidade regulatoria dos ordenamentos juridicos. Tendo,
portanto, essa nova tecnologia se revelado como uma promessa de inovag¢do e, a0 mesmo
tempo, uma ameaga de retrocesso, impondo a necessidade de abordagens criticas e de marcos
regulatorios aptos a mitigar seus impactos negativos e a assegurar sua utilizagdo em
conformidade com valores fundamentais como dignidade, justica e igualdade.

A literatura revisada evidencia que diversos paises tém envidado esforcos na criagdo de
um arcabouco juridico eficaz, sobretudo diante dos conflitos armados que atualmente permeiam
a ordem internacional — a exemplo da guerra entre Russia e Ucrania, a qual tem revelado o
elevado potencial lesivo das guerras. Nesse cendrio, destaca-se a Unido Europeia, que assume
posicao de vanguarda ao propor instrumentos normativos voltados a garantia de transparéncia
e responsabilidade no uso da inteligéncia artificial. Para tanto, no ano de 2024, entrou em vigor
o Regulamento da Inteligéncia Artificial, consolidando-se como marco regulatério.
Paralelamente, o Estados Unidos também avanca em suas proprias iniciativas legislativas,
reconhecendo a necessidade de resguardar seus cidaddos frente a eventuais abusos decorrentes
da aplicacdo indiscriminada dessas tecnologias.

Ante a todo o exposto, torna-se imprescindivel assegurar o efetivo exercicio da human
agency, especialmente nos contextos acima delineados, nos quais a preservacao da humanidade
na tomada de decisdes constitui limite ético e juridico inegociavel. A questdo central ndo se
restringe a substituicdo da decisdo humana por sistemas de 1A, mas, sobretudo, ao risco de

converté-la em um ato meramente automatico, destituido de ponderacdo e responsabilizagao.
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