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Apresentacdo

O 1l Encontro Nacional de Direito do Futuro (I ENDIF), organizado pelo Centro

Universitario Dom Helder com apoio técnico do Conselho Nacional de Pesquisa e Pos-
graduagdo em Direito — CONPEDI, reafirma-se como um espaco qualificado de producéo,

didlogo e circulagdo do conhecimento juridico, reunindo a comunidade cientifica em torno de
um propdsito comum: pensar, com rigor metodol 6gico e sensibilidade social, os caminhos do
Direito diante das transformagfes que marcam o nosso tempo. Realizado nos dias 09 e 10 de
outubro de 2025, em formato integralmente on-line, 0 evento assumiu como tema geral

“Justica social e tecnolégica em tempos de incerteza’, convidando pesquisadoras e

pesquisadores a enfrentar criticamente os impactos da inovagéo tecnolégica, das novas
dindmicas sociais e das incertezas globais sobre as instituicdes juridicas e os direitos
fundamentais.

Nesta segunda edicdo, 0os niUmeros evidenciam a forca do projeto académico: 408 trabalhos
submetidos, com a participacdo de 551 pesquisadoras e pesquisadores, provenientes de 21
Estados da Federacdo, culminando na organizacdo de 31 e-books, que ora se apresentam a
comunidade cientifica. Essa coleténea traduz, em linguagem académica e compromisso
publico, a vitalidade de uma pesquisa juridica que ndo se limita a descrever problemas, mas
busca compreendé-los, explicar suas causas e projetar solucdes coerentes com a Constituigao,
com os direitos humanos e com os desafios contemporaneos.

A publicagdo dos 31 e-books materializa um processo coletivo que articula pluralidade
temética, densidade tedrica e seriedade cientifica. Os textos que compdem a coletanea
passaram por avaliacdo académica orientada por critérios de qualidade e imparcialidade, com
destaque para o método double blind peer review, que viabiliza a andlise inominada dos
trabalhos e exige o exame por, no minimo, dois avaliadores, reduzindo subjetividades e
preferéncias ideol bgicas. Essa opcdo metodol 6gica €, ab mesmo tempo, um gesto de respeito
aciéncia e uma afirmagdo de que a pesquisa juridica deve ser construida com transparéncia,
responsabilidade e abertura ao escrutinio critico.

O Il ENDIF também se insere em uma trgjetoria institucional ja consolidada: a primeira
edicéo, realizada em junho de 2024, reuniu centenas de pesquisadoras e pesquisadores e
resultou na publicagdo de uma coletanea expressiva, demonstrando que o Encontro se
consolidou, desde o inicio, como um dos maiores eventos cientificos juridicos do pais. A



continuidade do projeto, agora ampliada em escopo e capilaridade, reafirma a importancia de
se fortalecer ambientes académicos capazes de integrar graduacdo e pos-graduacdo, formar
novas geracdes de pesquisadoras e pesquisadores e promover uma cultura juridica
comprometida com arealidade social.

A programacédo cientifica do evento, organizada em painéis tematicos pela manha e Grupos
de Trabalho no periodo da tarde, foi concebida para equilibrar reflexdo tedrica, debate
publico e socializagdo de pesquisas. Nos painéis, temas como inteligéncia artificial e direitos
fundamentais, protecdo ambiental no sistema interamericano, protecdo de dados e heranca
digital foram tratados por especialistas convidados, em debates que ampliam repertérios e
conectam a producéo académica aos dilemas concretos vividos pela sociedade.

A programacdo cientifica do Il ENDIF foi estruturada em dois dias, 09 e 10 de outubro de
2025, combinando, no periodo da manhd, painéis tematicos com exposicdes de especialistas
e debates, e, no periodo da tarde, sessdes dos Grupos de Trabalho. No dia 09/10 (quinta-
feira), apds a abertura, as 09h, realizou-se o Painel |, dedicado aos desafios da atuacéo

processual diante da inteligéncia artificial (“Inteligencia artificial y desafios de derechos
fundamentales en el marco de la actuacion procesal”), com exposicado de Andrea Alarcédn

Pefia (Coldmbia) e debate conduzido por Caio Augusto Souza Lara. Em seguida, as 11h,

ocorreu o Painel 11, voltado a protecdo ambiental no Sistema Interamericano, abordando a
evolucdo da OC-23 ap novo marco da OC-32, com participacéo de Soledad Garcia Munoz
(Espanha) e Valter Moura do Carmo como palestrantes, sob coordenacdo de Ricardo

Stanziola Vieira. No periodo da tarde, das 14h as 17h, desenvolveram-se as atividades dos
Grupos de Trabalho, em ambiente virtual, com apresentacdo e discussdo das pesquisas

aprovadas.

No dia 10/10 (sexta-feira), a programacéo manteve a organizacdo: as 09h, foi realizado o
Paingl 111, sobre LGPD e aimportancia da protecdo de dados na sociedade de vigilancia, com
exposicdes de Lais Furuya e Jilia Mesquita e debate conduzido por Yuri Nathan da Costa
Lannes; as 11h, ocorreu o Painel 1V, dedicado ao tema da heranca digital e a figura do
inventariante digital, com apresentacdo de Felipe Assis Nakamoto e debate sob

responsabilidade de Tais Mallmann Ramos. Encerrando o evento, novamente no turno da
tarde, das 14h as 17h, seguiram-se as sessdes dos Grupos de Trabalho on-line, consolidando
0 espaco de socializacdo, critica académica e amadurecimento das investigaces apresentadas.

Ao tornar publicos estes 31 e-books, o Il ENDIF reafirma uma convicgéo essencial: ndo ha
futuro democrético para o Direito sem pesguisa cientifica, sem debate qualificado e sem
compromisso com a verdade metodoldgica. Em tempos de incerteza — tecnolgica, social,



ambiental e institucional —, a pesquisa juridica cumpre um papel civilizatorio: ilumina
problemas invisibilizados, gquestiona estruturas naturalizadas, qualifica politicas publicas,
tensiona 0 poder com argumentos e of erece horizontes normativos mais justos.

Registramos, por fim, nosso reconhecimento a todas e todos que tornaram possivel esta obra
coletiva— autores, avaliadores, coordenadores de Grupos de Trabalho, debatedores e equipe
organizadora—, bem como as instituicoes e redes académicas que fortalecem o ecossistema
da pesquisa em Direito. Que a leitura desta coletanea seja, a0 mesmo tempo, um encontro
com o que ha de mais vivo na producdo cientifica contemporénea e um convite a seguir
construindo, com coragem intelectual e responsabilidade publica, um Direito a altura do
NOSso tempo.

Belo Horizonte-M G, 16 de dezembro de 2025.

Prof. Dr. Paulo Umberto Stumpf — Reitor do Centro Universitario Dom Helder

Prof. Dr. Franclim Jorge Sobral de Brito — Vice-Reitor e Pro-Reitor de Graduacdo do Centro
Universitario Dom Helder

Prof. Dr. Caio Augusto Souza Lara — Pré-Reitor de Pesguisa do Centro Universitario Dom
Helder



COM PARACA~O ENTRE A RESOL UCAO N° 615/2025 DO CNJ E A REGULACAO
DA APLICACAO DA INTELIGENCIA ARTIFICIAL PELO PODER JUDICIARIO

COMPARISON BETWEEN CNJ RESOLUTION NO. 6115/2025 AND THE
REGULATION OF THE USE OF ARTIFICIAL INTELLIGENCE BY THE
JUDICIARY

Mauricio Antonio Tamer

Resumo
A pesquisa analisa a Resolugdo n° 615/2025 do Conselho Nacional de Justica (CNJ), que

regula o uso de inteligéncia artificial no Judiciario. Com abordagem hipotético-dedutiva e
comparada, verifica sua consonancia com referéncias internacionais, como o Al Act da
Uni&o Europeia, a Carta Etica da CEPEJ e diretrizes da OCDE. Os resultados indicam
alinhamento no equilibrio entre inovacéo e mitigagdo de riscos, mas a Resolucéo se destaca
pela precisdo conceitual e pela classificacdo de riscos com obrigacdes de governanca e
controle mais profundas, configurando-se como marco normativo singular frente a outros
documentos estrangeiros, em geral principiol 6gicos.

Palavras-chave: Resolugdo n° 615/2025, Conselho nacional de justica, Inteligéncia artificial,
Poder judiciério, Ai act, Governanca

Abstract/Resumen/Résumé

This research examines Resolution No. 615/2025 of the National Council of Justice (CNJ),
which regulates the use of artificial intelligence in the Judiciary. Using a hypothetical-
deductive and comparative approach, it assesses its alignment with international references
such as the EU’s Al Act, the CEPEJ Ethical Charter, and OECD guidelines. Findings
indicate consistency in balancing innovation and risk mitigation, while the Resolution stands
out for its conceptual precision and risk classification model with deeper governance and
control obligations. Thus, it emerges as a singular regulatory framework, contrasting with
most foreign instruments, which remain at amerely principled level.

K eywor ds/Palabr as-claves/M ots-clés. Resolution no. 615/2025, National council of justice,
Artificial intelligence, Judiciary, Ai act, Governance
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Introducao

Introduzindo o tema da pesquisa, ora apresentada, ela tem se desenvolvido a partir da
recente Resolucdo n°® 615/2025 (Res. 615) do CNJ que estabelece normas para o
desenvolvimento, a governanga, a auditoria, 0 monitoramento € o uso responsavel de
solugdes que adotam técnicas de inteligéncia artificial (IA) no &mbito do Poder Judiciério,
com o objetivo de promover a inovagao tecnoldgica e a eficiéncia dos servigos judicidrios
de modo seguro, transparente, isondmico e ético, em beneficio dos jurisdicionados e com
estrita observancia de seus direitos fundamentais.

Criado pela Emenda Constitucional n® 45/2004, o Conselho Nacional de Justi¢a (CNJ) tem,
como uma das suas principais fungdes, aperfeicoar o trabalho e a prestagdo de servicos
judiciarios e administrativos pelo Poder Judiciério brasileiro. Com 47 artigos, a Res. 615
estabelece, assim, um novo marco normativo sobre o tema no Brasil. A pesquisa tem se
desenvolvido em cima de um estudo critico e comparado dessa nova resolucao, de modo a
identificar se a Resolug¢do esta ou nao alinhada em comparagdo aos documentos
estrangeiros sobre o tema.

Resumindo as contribui¢des da pesquisa em curso, tem sido possivel verificar que seu
objeto e sua visdo ampla de equilibrio entre promocao da inovagao e eficiéncia e mitigacao
de riscos esta presente em documentos estrangeiros. Em termos de defini¢des, a Res. 615
se destaca entre os documentos estrangeiros que regulam o tema. Estes, em sua ampla
maioria, focam nas diretrizes e boas praticas de leitura aberta. Isto talvez possa se explicar
pela dificuldade conceitual que a matéria apresenta ou pelo receio de estabelecer, via guias
para o Poder Judicidrio, definigdes categéricas sobre o tema. A Res. 615 ndo. A partir de
inspiracao notoria do Al Act, traca defini¢des em nivel granular e de maior precisao. Adota
a logica de categorizagdo de riscos, também em razdo da referida inspiragdo, e estabelece
niveis profundos obrigacionais em medidas de governanga, supervisdo e controle. A
excegao de poucos documentos, a Res. 615 se destaca. A pesquisa tem revelado, entdo, no
contexto de regulacao especifica do uso de solugdes de IA pelo Poder Judiciario, que a Res.
615 esta alinhada com as bases e premissas principiologicas e éticas sobre o tema, mas
desponta como documento especifico sobre o tema, inclusive com certo grau de ineditismo
no nivel aprofundado de regula¢do, ndao sendo essa a regra fora do Brasil.

Metodologia

A pesquisa tem se desenvolvido em abordagem hipotético-dedutiva a partir do
levantamento normativo, inclusive de ordem técnica, da literatura pertinente e
levantamento exemplificativo e casuistico do tema no Pais e no exterior.
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Desenvolvimento

Em uma visado geral, a Res. 615 se apresenta de forma ampla e com os elementos esperados
de uma Resolugdo com tal tema, totalizando 47 artigos especificos sobre o tema. Traz seus
Considerandos, refor¢ando e revalidando as fun¢des do CNJ e o historico da tramitacao da
matéria no Conselho. Destaca-se, por exemplo, o certo reconhecimento do acelerado
desenvolvimento das tecnologias de IA e a imprescindibilidade de regulagdo especifica de
técnicas de A generativa no Poder Judiciario. Com notavel acerto, estabelece a necessaria
revisdo e intervengao humana da magistratura.

Em seu Capitulo I, estabelece definicdes e fundamentos importantes para o uso das
solucdes de IA pelo Poder Judiciario. Também traz diretrizes basilares sobre os processos
de auditoria, monitoramento e transparéncia (§§1°, 2° e 3°). Nos Arts. 2° e 3°,
respectivamente, sdo trazidos os fundamentos e os principios. De forma muito
significativa, o Art. 4° traz as defini¢des aplicaveis a Regulacao, como sera detalhado em
item proprio. No Capitulo II, de forma relevante, estabelece a Res. 615 os direitos
fundamentais que devem ser respeitados, em direcionamento claro sobre os limites
constitucionais de utilizacao das solugdes. A partir disto, a Res. 615 passa a adotar a logica
de classificacao de riscos (também no Anexo da Resolu¢do) e as medidas de governanga,
supervisdo, uso de sistemas de modelos de linguagem de larga escala (LLMs) e outros
sistemas de IA Generativa (IAGen), transparéncia, € controle de usuario.

Paralelamente, a pesquisa analisa o cendrio internacional sobre o tema. O que tem se visto
¢ um contexto ainda em formacao sobre o tema. Tem-se uma aparente atencao crescente,
especialmente frente a rapida evolugdo das ferramentas de IA. No contexto europeu,
observa-se uma preocupacao institucional consolidada quanto ao tema, ainda que de forma
desigual entre os Estados-Membros. Destacam-se, de um lado, iniciativas de carater
vinculante, como o Al Act da Unido Europeia que expressamente classifica como de alto
risco os sistemas de [A utilizados por autoridades judiciais para apoiar decisdes, exigindo,
por conseguinte, o cumprimento de requisitos técnicos e procedimentais rigorosos,
notadamente em matéria de supervisdo humana e transparéncia. Em 2018, foi emitido o
importante documento European Ethical Charter on the Use of Artificial Intelligence in
Judicial Systems and their environment de 2018 da European Commission for the
Efficiency of Justice (CEPEJ), o qual estabelece 5 principios determinantes sobre o uso de
IA no Poder Judiciario.

A pesquisa também analisa o desenvolvimento do tema no Canada, na China, na Colombia,
na Espanha, nos Estados Unidos, na Francga, na Italia, no Reino Unido e em Singapura. A
abordagem do tema na OCDE e UNESCO também tem sido tratada. Na data de corte deste
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resumo (agosto 2025), os seguintes paises nao possuem regulacao especifica sobre o tema:
Argentina; Austria; Bélgica; Bolivia; Bulgaria; Chile; Chipre; Costa Rica; Croécia;
Dinamarca; Emirados Arabes Unidos; Equador; Eslovaquia; Eslovénia; Estonia; Finlandia;
Grécia; Hong Kong; Hungria; india; Irlanda; Israel; J apao; Letonia; Litudnia; Luxemburgo;
Malta; México; Paises Baixos; Paraguai; Peru; Polonia; Portugal; Roménia; Republica
Tcheca; Suécia; Uruguai; Venezuela.

Quanto ao objeto da regulagao brasileira e, sobretudo, o equilibrio proposto entre promogao
da inovagao e eficiéncia e mitigacdo de riscos, temos observado que essa ¢ a abordagem
adotada em cendrio estrangeiro, revelando, a nosso ver, exemplo pratico de boas aspiragdes
para reconhecer e sanar o chamado Dilema de Collingridge. A logica de equilibrio também
se reflete nos fundamentos estabelecidos pela Res. 615. Estdo em alinhamento com o
cenario estrangeiro da matéria. Vejamos, por exemplo, o documento European Ethical
Charter on the Use of Artificial Intelligence in Judicial Systems and their environment de
2018 da European Commission for the Efficiency of Justice (CEPEJ), entidade vinculada
ao Conselho da Europa. Outros exemplos, sdo a Espanha e regulagdes especificas nos
Estados Unidos, como em Utah e West Virginia.

Quanto as suas defini¢des (Art. 4°), a Res. 615 traz as definicdes em alto nivel de detalhe
para compreensao e aplicacdo do texto. Em comparacdo, a apresentacdo de uma lista de
defini¢des sobre o tema ndo ¢ a regra nos documentos estrangeiros. Estes, em sua ampla
maioria, focam nas diretrizes e boas praticas de leitura aberta. Isto talvez possa se explicar
pela dificuldade conceitual que a matéria apresenta ou pelo receio de estabelecer, via guias
para o Poder Judiciario, defini¢cdes categéricas sobre o tema. Ainda, a Res. 615 adota a
logica de categorizacdo dos riscos, separadas em risco excessivo (as quais sdo vedadas —
Art. 10), risco alto e risco baixo. Essa proposta de classificar as solugdes de 1A por risco
encontra correspondéncia e clara influéncia do cenario estrangeiro. E uma proposta
marcante do Al Act da Unido Europeia. Fora o Al Act e a Res. 615, a classificacdo por
risco ndo € uma metodologia utilizada nos documentos regulatdrios existentes. Estes, em
sua maioria, adotam a abordagem principioldgica e em tom de recomendagdo sobre éticas
de melhor uso das solu¢des de IA.

Por fim, as obrigagdes e o detalhamento do que deve ou ndo ser feito na utilizacdo de
solugdes de IA pelo Poder Judiciario brasileiro também merece destaque na Res. 615 (Arts.
12 a42). Tanto para os 6rgaos em si, quanto para o proprio CNJ em seu papel de supervisao
e controle. De uma maneira geral, cumpre sinalizar que a ampla maioria dos paises que
estabeleceram alguma regulagdao ou entendimento sobre a aplicagdo do tema pelo Poder
Judiciario, mantiveram-se em perspectiva principioldgica e em sinalizagdes normativas ou
de recomendacdo em espectro aberto. Tragam comportamentos minimos esperados ou
estado éticos-ideais das coisas, sem aprofundar o nivel obrigacional em disposi¢cdes que
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possam concretizar tais boas inten¢des. A Res. 615, assim, desponta, ao lado das excegoes
abaixo, como regula¢do avangada nestes termos.

Conclusoes

A regulagdo brasileira, por meio da Resolugdo n° 615, demonstra alinhamento com
referéncias internacionais ao equilibrar promoc¢ao da inovagao e mitigagao de riscos, em
consonancia com diretrizes da CEPEJ, do Al Act da Unido Europeia e da OCDE. Destaca-
se, contudo, pela formulacdo de definicdes mais granulares e precisas, superando a
abordagem aberta e principiolégica comum em documentos estrangeiros. Outro diferencial
¢ a adocdo da logica de categorizacdo de riscos, que impde niveis mais profundos de
governanga, supervisao e controle. Assim, a Res. 615 desponta como marco normativo
singular e inovador, raramente encontrado fora do Brasil.
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