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Apresentacdo

O 1l Encontro Nacional de Direito do Futuro (I ENDIF), organizado pelo Centro

Universitario Dom Helder com apoio técnico do Conselho Nacional de Pesquisa e Pos-
graduagdo em Direito — CONPEDI, reafirma-se como um espaco qualificado de producéo,

didlogo e circulagdo do conhecimento juridico, reunindo a comunidade cientifica em torno de
um propdsito comum: pensar, com rigor metodol 6gico e sensibilidade social, os caminhos do
Direito diante das transformagfes que marcam o nosso tempo. Realizado nos dias 09 e 10 de
outubro de 2025, em formato integralmente on-line, 0 evento assumiu como tema geral

“Justica social e tecnolégica em tempos de incerteza’, convidando pesquisadoras e

pesquisadores a enfrentar criticamente os impactos da inovagéo tecnolégica, das novas
dindmicas sociais e das incertezas globais sobre as instituicdes juridicas e os direitos
fundamentais.

Nesta segunda edicdo, 0os niUmeros evidenciam a forca do projeto académico: 408 trabalhos
submetidos, com a participacdo de 551 pesquisadoras e pesquisadores, provenientes de 21
Estados da Federacdo, culminando na organizacdo de 31 e-books, que ora se apresentam a
comunidade cientifica. Essa coleténea traduz, em linguagem académica e compromisso
publico, a vitalidade de uma pesquisa juridica que ndo se limita a descrever problemas, mas
busca compreendé-los, explicar suas causas e projetar solucdes coerentes com a Constituigao,
com os direitos humanos e com os desafios contemporaneos.

A publicagdo dos 31 e-books materializa um processo coletivo que articula pluralidade
temética, densidade tedrica e seriedade cientifica. Os textos que compdem a coletanea
passaram por avaliacdo académica orientada por critérios de qualidade e imparcialidade, com
destaque para o método double blind peer review, que viabiliza a andlise inominada dos
trabalhos e exige o exame por, no minimo, dois avaliadores, reduzindo subjetividades e
preferéncias ideol bgicas. Essa opcdo metodol 6gica €, ab mesmo tempo, um gesto de respeito
aciéncia e uma afirmagdo de que a pesquisa juridica deve ser construida com transparéncia,
responsabilidade e abertura ao escrutinio critico.

O Il ENDIF também se insere em uma trgjetoria institucional ja consolidada: a primeira
edicéo, realizada em junho de 2024, reuniu centenas de pesquisadoras e pesquisadores e
resultou na publicagdo de uma coletanea expressiva, demonstrando que o Encontro se
consolidou, desde o inicio, como um dos maiores eventos cientificos juridicos do pais. A



continuidade do projeto, agora ampliada em escopo e capilaridade, reafirma a importancia de
se fortalecer ambientes académicos capazes de integrar graduacdo e pos-graduacdo, formar
novas geracdes de pesquisadoras e pesquisadores e promover uma cultura juridica
comprometida com arealidade social.

A programacédo cientifica do evento, organizada em painéis tematicos pela manha e Grupos
de Trabalho no periodo da tarde, foi concebida para equilibrar reflexdo tedrica, debate
publico e socializagdo de pesquisas. Nos painéis, temas como inteligéncia artificial e direitos
fundamentais, protecdo ambiental no sistema interamericano, protecdo de dados e heranca
digital foram tratados por especialistas convidados, em debates que ampliam repertérios e
conectam a producéo académica aos dilemas concretos vividos pela sociedade.

A programacdo cientifica do Il ENDIF foi estruturada em dois dias, 09 e 10 de outubro de
2025, combinando, no periodo da manhd, painéis tematicos com exposicdes de especialistas
e debates, e, no periodo da tarde, sessdes dos Grupos de Trabalho. No dia 09/10 (quinta-
feira), apds a abertura, as 09h, realizou-se o Painel |, dedicado aos desafios da atuacéo

processual diante da inteligéncia artificial (“Inteligencia artificial y desafios de derechos
fundamentales en el marco de la actuacion procesal”), com exposicado de Andrea Alarcédn

Pefia (Coldmbia) e debate conduzido por Caio Augusto Souza Lara. Em seguida, as 11h,

ocorreu o Painel 11, voltado a protecdo ambiental no Sistema Interamericano, abordando a
evolucdo da OC-23 ap novo marco da OC-32, com participacéo de Soledad Garcia Munoz
(Espanha) e Valter Moura do Carmo como palestrantes, sob coordenacdo de Ricardo

Stanziola Vieira. No periodo da tarde, das 14h as 17h, desenvolveram-se as atividades dos
Grupos de Trabalho, em ambiente virtual, com apresentacdo e discussdo das pesquisas

aprovadas.

No dia 10/10 (sexta-feira), a programacéo manteve a organizacdo: as 09h, foi realizado o
Paingl 111, sobre LGPD e aimportancia da protecdo de dados na sociedade de vigilancia, com
exposicdes de Lais Furuya e Jilia Mesquita e debate conduzido por Yuri Nathan da Costa
Lannes; as 11h, ocorreu o Painel 1V, dedicado ao tema da heranca digital e a figura do
inventariante digital, com apresentacdo de Felipe Assis Nakamoto e debate sob

responsabilidade de Tais Mallmann Ramos. Encerrando o evento, novamente no turno da
tarde, das 14h as 17h, seguiram-se as sessdes dos Grupos de Trabalho on-line, consolidando
0 espaco de socializacdo, critica académica e amadurecimento das investigaces apresentadas.

Ao tornar publicos estes 31 e-books, o Il ENDIF reafirma uma convicgéo essencial: ndo ha
futuro democrético para o Direito sem pesguisa cientifica, sem debate qualificado e sem
compromisso com a verdade metodoldgica. Em tempos de incerteza — tecnolgica, social,



ambiental e institucional —, a pesquisa juridica cumpre um papel civilizatorio: ilumina
problemas invisibilizados, gquestiona estruturas naturalizadas, qualifica politicas publicas,
tensiona 0 poder com argumentos e of erece horizontes normativos mais justos.

Registramos, por fim, nosso reconhecimento a todas e todos que tornaram possivel esta obra
coletiva— autores, avaliadores, coordenadores de Grupos de Trabalho, debatedores e equipe
organizadora—, bem como as instituicoes e redes académicas que fortalecem o ecossistema
da pesquisa em Direito. Que a leitura desta coletanea seja, a0 mesmo tempo, um encontro
com o que ha de mais vivo na producdo cientifica contemporénea e um convite a seguir
construindo, com coragem intelectual e responsabilidade publica, um Direito a altura do
NOSso tempo.

Belo Horizonte-M G, 16 de dezembro de 2025.

Prof. Dr. Paulo Umberto Stumpf — Reitor do Centro Universitario Dom Helder

Prof. Dr. Franclim Jorge Sobral de Brito — Vice-Reitor e Pro-Reitor de Graduacdo do Centro
Universitario Dom Helder

Prof. Dr. Caio Augusto Souza Lara — Pré-Reitor de Pesguisa do Centro Universitario Dom
Helder



INTELIGENCIA ARTIFICIAL ENSUASALUCINACC)ES: EFICIENCIA E
CELERIDADE VERSUSPROTECAO DOSDIREITOSFUNDAMENTAISNO
JUDICIARIO BRASILEIRO

ARTIFICIAL INTELLIGENCE AND ITSHALLUCINATIONS: EFFICIENCY AND
SPEED VERSUS PROTECTION OF FUNDAMENTAL RIGHTSIN THE
BRAZILIAN JUDICIARY

Ricardo Moreira De Castro Coelho
L eonardo Monteiro Crespo de Almeida

Resumo

O trabalho analisa o dilema entre celeridade processual e protecéo de direitos fundamentais
diante do uso de inteligéncias artificiais no Judicidrio. Embora tais tecnologias ampliem
eficiéncia, reduzam sobrecarga e reforcem a seguranca juridica ao alinharem decisbes a
entendimentos majoritarios, trazem o risco das chamadas “aucinagdes’: criagdo indevida de
julgados, normas ou doutrina. Esses erros comprometem a precisao e podem violar garantias
fundamentais. Reconhecendo os beneficios da 1A, o estudo defende a necessidade de
estratégias de mitigagdo, como aprimoramentos técnicos continuos e regulamentagdo
adequada, afim de equilibrar eficiéncia com respeito aos direitos.

Palavras-chave: Inteligéncia artificial, Celeridade processual, Direitos fundamentais

Abstract/Resumen/Résumé

This paper analyzes the dilemma between procedural efficiency and the protection of
fundamental rights in the context of artificial intelligence use within the Judiciary. While
such technol ogies enhance efficiency, reduce caseload overload, and reinforce legal certainty
by aligning decisions with prevailing understandings, they also present the risk of so-called
“hallucinations’: the undue creation of case law, statutes, or doctrinal interpretations. These
errors compromise accuracy and may violate fundamental guarantees. Recognizing Al’s
benefits, the study argues for mitigation strategies, such as continuous technical

improvements and proper regulation, to balance efficiency with the protection of rights.

Keywor ds/Palabr as-claves/M ots-clés. Artificial intelligence, Procedural efficiency,
Fundamental rights
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Introducéo

O Poder Judiciario brasileiro, em conformidade com a Resolu¢cdo CNJ n°
185/2013, consolidou a informatizagdo de seus servigos por meio do Processo Judicial
Eletronico (PJe), possibilitando o ajuizamento e a movimentacdo processual em meio
digital e em tempo real. Nesse contexto, também foram implementadas a digitalizacédo e
a migracdo dos processos fisicos, aspirando celeridade, eficiéncia e efetividade a

prestacao jurisdicional.

O avanco tecnoldgico sem precedentes popularizado como a Quarta
Revolucdo Industrial, posiciona a Inteligéncia Artificial (IA) no centro das discussdes
globais (Barroso; Mello, 2024). Nesse cenario de profunda transformacgdo, o Poder
Judiciario brasileiro, constantemente pressionado por um elevado volume de demandas e
pela busca incessante por uma prestacdo jurisdicional mais agil e eficaz, tem incorporado
a |A em suas atividades (Santos, 2025). Contudo, apesar da evidente intencéo de acelerar
e tornar mais eficiente a prestacdo jurisdicional, a adocao de ferramentas de 1A ndo esta
isenta de preocupaces, especialmente no que se refere a potencial afronta a direitos e

garantias fundamentais do jurisdicionado.

A complexidade e a natureza preditiva de muitos algoritmos levantam a
questdo de como a tecnologia pode, inadvertidamente, reproduzir vieses existentes nos
dados de treinamento (Barroso; Mello, 2024). O Relatério de Pesquisa do CNJ (2024)
alerta sobre as indesejaveis "alucinagdes"”, entendidas como resultados incorretos,
equivocados ou referéncias a fatos e precedentes inexistentes, com graves implicacdes
para a seguranca juridica e a imparcialidade das decisdes. A desinformacdo massificada
e a violagdo de direitos fundamentais sdo riscos que demandam atencéo rigorosa.

O presente artigo propde analisar como a Inteligéncia Artificial, ao mesmo
tempo em que promete eficiéncia e celeridade inéditas para o Judiciario brasileiro,
também pode gerar “alucinagdes”, que comprometem a confiabilidade das decisdes
judiciais e pdem risco a garantia dos direitos fundamentais. A pesquisa se concentra
justamente nesse paradoxo: de um lado, a busca por inovagdo e desburocratizagdo
processual; de outro, a necessidade de preservar as garantias fundamentais do
jurisdicionado, exigindo regulamentacfes éticas, transparentes e responsaveis que
impecam que a tecnologia, em nome da velocidade, coloque em risco a esséncia da

justica.
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1 O cenéario da inteligéncia artificial no judiciario brasileiro: promessas de
eficiéncia e celeridade

O Brasil tem se consolidado como um dos lideres globais na aplicacdo de
Inteligéncia Artificial (IA) em seu sistema judiciario, um pioneirismo evidenciado pela
modernizacdo dos processos e pela integracdo de ferramentas tecnoldgicas que
promovem eficiéncia, acessibilidade e celeridade em escala nacional (Mozetic, 2025). A
IA é vista como uma ferramenta capaz de transferir capacidades humanas para
computadores, incluindo tarefas cognitivas e tomada de decisdes (Barroso; Mello, 2024).
Essa capacidade, especialmente no contexto de um Judiciario que administra milhdes de
processos, distribuidos por diversas Cortes de Justica (Mozetic, 2025), é considerada
crucial para enfrentar a hiperjudicializacdo e o congestionamento processual (Watanabe;
Franca, 2025).

Dentre os mais variados beneficios trazidos pela inteligéncia artificial, alguns
merecem destaque como o0 aumento da eficiéncia e celeridade processual, permitindo a
automacdo de tarefas repetitivas, como a classificacdo de documentos e a triagem
processual, liberando recursos humanos para atividades de maior complexidade
(Watanabe; Franga, 2025), fazendo com que a Justica Publica venha a atuar de forma
mais agil rapida e eficiente, em busca de uma prestacéo jurisdicional sem tanta burocracia

e com menos gastos ao Poder Publico.

Outrossim, a inteligéncia artificial integrada ao Judiciario brasileiro pode
melhorar a gestdo e a previsibilidade das decisdes judiciais por meio de pesquisas
jurisprudenciais mais ageis, elaboracao de pecas processuais e uso de analises preditivas,
sempre sob supervisdo humana, a0 mesmo tempo em que possibilita o0 acesso a
informacgdo e a transparéncia, facilitando a organizagdo de casos semelhantes e o
acompanhamento de processos, além de reforcar a sempre desejavel sustentabilidade pela
eliminacdo do papel e automacdo de tarefas repetitivas, mas tudo sem perder de vista a

protecdo das garantias fundamentais.

O Judiciério brasileiro vem incorporando tecnologias inovadoras em projetos
estratégicos, como o Victor e o Victdria, ambos do STF, que utilizam inteligéncia
artificial para, respectivamente, reconhecer padrées em processos de repercussao geral e

auxiliar na elaboracao de minutas e relatorios juridicos, otimizando o tempo de tramitacédo
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e a eficiéncia no controle de constitucionalidade (Santos, 2025); a Plataforma Sinapses
e 0 Repositdrio Codex, coordenados pelo CNJ, que integram modelos de 1A de diferentes
tribunais e centralizam dados processuais para interoperabilidade, anélise e suporte as
decis6es judiciais (Mozetic, 2025) e o Programa Justica 4.0, também do CNJ, que busca
expandir o acesso a justica mediante o uso de tecnologias avancadas e promover uma

gestdo mais sustentavel dos recursos (Watanabe; Franca, 2025).

Enfim, percebe-se que o uso da inteligéncia artificial no Judiciario brasileiro
representa ndo apenas um avango tecnoldgico, mas também uma mudanca estrutural
voltada a eficiéncia e modernizacdo, alinhada as melhores praticas globais, com
crescimento expressivo das iniciativas recentes e forte potencial para otimizar servicos,
fomentar o desenvolvimento econémico e, sobretudo, fortalecer a efetividade da

prestacdo jurisdicional.
2 Desafios e riscos. As alucinagdes em afronta aos direitos fundamentais

Apesar das inegaveis promessas de eficiéncia e celeridade, a implementagéo
da Inteligéncia Artificial no Judiciario brasileiro levanta uma série de desafios e riscos
que podem comprometer direitos e garantias fundamentais dos jurisdicionados. Como
observam Barroso e Mello (2024), a tecnologia, embora com grande potencial, pode nos
conduzir ao sublime e ao horror; & liberdade ou & escraviddo. A ampla afirmacéo dos

direitos humanos ou a sua supressao.

Alguns desafios sdo percebidos em relacdo aos vieses algoritmicos e
discriminacdo (Santos, 2025), a falta de transparéncia e explicabilidade (Relatério de
Pesquisa CNJ, 2024), a perda de humanizacdo e subjetividade nas decisdes judiciais
(Sousa; Araujo; Correia Neto; Morais, 2024), com destaque ao ponto em analise referente
as alucinag6es, que sdo imprecisdes ocorridas em modelos de inteligéncia artificial (1A)
quanto a geracao de informagdes falsas, incorretas ou enganosas, que nao correspondem
a realidade, mas sdo apresentadas de maneira estruturada, légica e convincente, como se
fossem verdadeiras (Relatdrio de Pesquisa CNJ, 2024). Tais falhas podem representar um
risco significativo para a prestagdo jurisdicional (Watanabe; Franca, 2025], em clara
afronta aos direitos fundamentais consagrados na Constituicao Federal, que garante uma
prestacdo jurisdicional adequada a toda lesdo ou ameaca a direito (art. 5°, XXXV),
mediante observancia do devido processo legal, do contraditorio e da ampla defesa (art.
5%, LIV e LV), com decisdes sempre fundamentadas (art. 93, 1X) e proferidas em tempo
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razoavel (art. 5°, LXXVIII), de modo a garantir ao jurisdicionado uma tutela judicial

correta, justa e eficaz.

N&o restam dividas que os desafios e riscos no uso de modelos de 1A, mais
especificamente no que tange as indesejaveis alucinacdes, ressaltam a necessidade de uma
abordagem cautelosa e regulamentada por parte do Judiciario brasileiro, pois 0 avanco

tecnoldgico sem a devida cautela pode se revelar temerario (Watanabe; Franca, 2025).
3 Evitando as alucinac¢des nos modelos de IA

O Judiciario brasileiro encontra-se em uma encruzilhada tecnolégica, onde a
busca por eficiéncia e celeridade, impulsionada pela Inteligéncia Artificial, deve ser
cuidadosamente ponderada com a protecdo inegociavel das garantias fundamentais
(Mozetic, 2025). Diante de tal cenario, o aproveitamento da inteligéncia artificial,
evitando a ocorréncia das alucinagdes, em garantia dos direitos fundamentais, exige uma
resposta multifacetada que combine inovacdo tecnolégica com um arcabouco ético e

regulatério robusto. E como evitar as tais alucinagfes?

Inicialmente, com base na Resolu¢do CNJ n°® 615/2025, ha de se entender que
a supervisdo humana em todas as etapas dos ciclos de desenvolvimento e de utilizacédo
das solucdes faz-se necessaria e primordial, permanecendo o magistrado como o
responsavel integral pelas decisGes tomadas e pelas informacGes nelas contidas. A 1A
deve ser um apoio a decisdo, sendo vedada a utilizagdo como instrumento autbnomo de
tomada de decisdes judiciais sem a devida orientacdo, interpretacao, verificacdo e revisao
por parte do magistrado. Essa supervisdo é crucial para incorporar a sensibilidade humana

e a compreensdo contextual que as maquinas ndo possuem (Mozetic, 2025).

Prosseguindo, ainda de acordo com Resolugdo CNJ n° 615/2025, a
divulgacdo da informacdo sobre o uso da IA, tanto interna quanto externamente, também
é fundamental para mitigar riscos de alucinagdes, permitindo a contestabilidade dos
resultados. Embora a mencdo do uso de IA em decis@es judiciais seja facultativa para o
magistrado, o registro automatico no sistema interno do tribunal, para fins de producao

de estatisticas, monitoramento e eventual auditoria é devido.

E ndo mais importante, como bem normatizado na supracitada Resolugédo
CNJ n° 615/2025, destaca-se a capacitacdo e conscientizagdo como condigdes essenciais
para o0 uso responsavel e eficiente da inteligéncia artificial no Judiciario, exigindo

treinamento continuo dos usuérios acerca de suas aplica¢fes, funcionamento e riscos,
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bem como a oferta sistematica de programas de formacao para magistrados e servidores.
Tal capacitacdo deve contemplar ndo apenas habilidades técnicas, mas também melhores
préticas, limitacGes e aspectos éticos no manuseio de sistemas de A generativa, cabendo

aos tribunais e as escolas de formacao a promocao permanente desses treinamentos.

De fato, com a devida e necessaria capacitacdo dos usuarios de modelos de
IA no Judiciério brasileiro, sejam magistrados ou assessores, surgird um cenario onde o
manuseio de tais ferramentas tecnoldgicas ndo serd uma aventura ao desconhecido. Em
outras palavras, detendo conhecimento sobre o que sdo ferramentas de 1A, para que
servem e como devem ser elaborados os prompts (textos escritos em linguagem natural
utilizado para instruir ou solicitar que uma ferramenta de IA produza algo), o conceito de
assistentes de IA (software que utiliza processamento de linguagem natural e aprendizado
de méaquina para interpretar comandos e executar tarefas especificas), e ainda, mesmo que
forma basica, breve nocdo sobre a engenharia dos prompts (persona, verbosidade e

temperatura).

Quanto a este Gltimo ponto, na pratica do uso de modelos 1A, é essencial
compreender esses parametros fundamentais referentes a persona, a verbosidade e a
temperatura. Em sintese, a persona define o papel que o0 modelo deve assumir, como por
exemplo atuar como um professor, como um juiz ou como um técnico, garantindo que a
resposta seja adequada ao contexto institucional. J& a verbosidade controla o nivel de
detalhamento, variando de respostas sintéticas e objetivas até explicacdes mais extensas
e analiticas, o que impacta diretamente na clareza e utilidade da informacdo prestada. E a
temperatura regula a criatividade e a previsibilidade das respostas. Valores baixos de
temperatura tendem a gerar respostas mais seguras e consistentes, enquanto valores mais
altos aumentam a criatividade, mas também o risco de desvios ou imprecisdes. O dominio
consciente desses trés pontos é crucial para reduzir as indesejaveis alucinacdes (respostas
inventadas ou equivocadas) e assegurar que a IA seja utilizada de forma confiavel, precisa

e alinhada com as necessidades do Judiciario.
4 Conclusao

A incorporagdo da inteligéncia artificial ao Poder Judiciario brasileiro
constitui um marco de modernizacdo capaz de enfrentar gargalos histdricos, como a
morosidade processual e 0 excesso de demandas, por meio da automacao de tarefas,
racionalizacdo de fluxos e ampliacdo da acessibilidade. Contudo, a0 mesmo tempo em

que promove eficiéncia e celeridade, essa inovacao traz riscos relevantes, como vieses
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algoritmicos, falta de transparéncia e as chamadas ‘“alucinagdes”, que podem
comprometer a legitimidade das decisdes e afrontar garantias constitucionais como 0

devido processo legal, o contraditdrio e a fundamentacdo adequada das decisoes.

Nesse contexto, a superacdo dos riscos inerentes ao uso de modelos de IA,
em especial as indesejaveis alucinacdes, demanda um esforco institucional continuo,
baseado em trés pilares fundamentais: regulamentacao robusta e transparente, capacitacao
técnica e ética de magistrados e servidores, e mecanismos de fiscalizacdo que assegurem
a contestabilidade e a auditabilidade dos resultados. Somente com essa conjugacéo de
esforcos sera possivel transformar a inteligéncia artificial em aliada da justica, ndo em
ameaca; em instrumento de emancipacéo, e ndo de arbitrariedade. Assim, a consolidagéo
de um Judiciario digital eficiente e humanizado dependera, em Ultima anélise, da
capacidade de alinhar inovacéo tecnoldgica a missdo constitucional de garantir a todos os

cidaddos uma tutela jurisdicional correta, justa e efetiva.
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