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Apresentacdo

O 1l Encontro Nacional de Direito do Futuro (I ENDIF), organizado pelo Centro

Universitario Dom Helder com apoio técnico do Conselho Nacional de Pesquisa e Pos-
graduagdo em Direito — CONPEDI, reafirma-se como um espaco qualificado de producéo,

didlogo e circulagdo do conhecimento juridico, reunindo a comunidade cientifica em torno de
um propdsito comum: pensar, com rigor metodol 6gico e sensibilidade social, os caminhos do
Direito diante das transformagfes que marcam o nosso tempo. Realizado nos dias 09 e 10 de
outubro de 2025, em formato integralmente on-line, 0 evento assumiu como tema geral

“Justica social e tecnolégica em tempos de incerteza’, convidando pesquisadoras e

pesquisadores a enfrentar criticamente os impactos da inovagéo tecnolégica, das novas
dindmicas sociais e das incertezas globais sobre as instituicdes juridicas e os direitos
fundamentais.

Nesta segunda edicdo, 0os niUmeros evidenciam a forca do projeto académico: 408 trabalhos
submetidos, com a participacdo de 551 pesquisadoras e pesquisadores, provenientes de 21
Estados da Federacdo, culminando na organizacdo de 31 e-books, que ora se apresentam a
comunidade cientifica. Essa coleténea traduz, em linguagem académica e compromisso
publico, a vitalidade de uma pesquisa juridica que ndo se limita a descrever problemas, mas
busca compreendé-los, explicar suas causas e projetar solucdes coerentes com a Constituigao,
com os direitos humanos e com os desafios contemporaneos.

A publicagdo dos 31 e-books materializa um processo coletivo que articula pluralidade
temética, densidade tedrica e seriedade cientifica. Os textos que compdem a coletanea
passaram por avaliacdo académica orientada por critérios de qualidade e imparcialidade, com
destaque para o método double blind peer review, que viabiliza a andlise inominada dos
trabalhos e exige o exame por, no minimo, dois avaliadores, reduzindo subjetividades e
preferéncias ideol bgicas. Essa opcdo metodol 6gica €, ab mesmo tempo, um gesto de respeito
aciéncia e uma afirmagdo de que a pesquisa juridica deve ser construida com transparéncia,
responsabilidade e abertura ao escrutinio critico.

O Il ENDIF também se insere em uma trgjetoria institucional ja consolidada: a primeira
edicéo, realizada em junho de 2024, reuniu centenas de pesquisadoras e pesquisadores e
resultou na publicagdo de uma coletanea expressiva, demonstrando que o Encontro se
consolidou, desde o inicio, como um dos maiores eventos cientificos juridicos do pais. A



continuidade do projeto, agora ampliada em escopo e capilaridade, reafirma a importancia de
se fortalecer ambientes académicos capazes de integrar graduacdo e pos-graduacdo, formar
novas geracdes de pesquisadoras e pesquisadores e promover uma cultura juridica
comprometida com arealidade social.

A programacédo cientifica do evento, organizada em painéis tematicos pela manha e Grupos
de Trabalho no periodo da tarde, foi concebida para equilibrar reflexdo tedrica, debate
publico e socializagdo de pesquisas. Nos painéis, temas como inteligéncia artificial e direitos
fundamentais, protecdo ambiental no sistema interamericano, protecdo de dados e heranca
digital foram tratados por especialistas convidados, em debates que ampliam repertérios e
conectam a producéo académica aos dilemas concretos vividos pela sociedade.

A programacdo cientifica do Il ENDIF foi estruturada em dois dias, 09 e 10 de outubro de
2025, combinando, no periodo da manhd, painéis tematicos com exposicdes de especialistas
e debates, e, no periodo da tarde, sessdes dos Grupos de Trabalho. No dia 09/10 (quinta-
feira), apds a abertura, as 09h, realizou-se o Painel |, dedicado aos desafios da atuacéo

processual diante da inteligéncia artificial (“Inteligencia artificial y desafios de derechos
fundamentales en el marco de la actuacion procesal”), com exposicado de Andrea Alarcédn

Pefia (Coldmbia) e debate conduzido por Caio Augusto Souza Lara. Em seguida, as 11h,

ocorreu o Painel 11, voltado a protecdo ambiental no Sistema Interamericano, abordando a
evolucdo da OC-23 ap novo marco da OC-32, com participacéo de Soledad Garcia Munoz
(Espanha) e Valter Moura do Carmo como palestrantes, sob coordenacdo de Ricardo

Stanziola Vieira. No periodo da tarde, das 14h as 17h, desenvolveram-se as atividades dos
Grupos de Trabalho, em ambiente virtual, com apresentacdo e discussdo das pesquisas

aprovadas.

No dia 10/10 (sexta-feira), a programacéo manteve a organizacdo: as 09h, foi realizado o
Paingl 111, sobre LGPD e aimportancia da protecdo de dados na sociedade de vigilancia, com
exposicdes de Lais Furuya e Jilia Mesquita e debate conduzido por Yuri Nathan da Costa
Lannes; as 11h, ocorreu o Painel 1V, dedicado ao tema da heranca digital e a figura do
inventariante digital, com apresentacdo de Felipe Assis Nakamoto e debate sob

responsabilidade de Tais Mallmann Ramos. Encerrando o evento, novamente no turno da
tarde, das 14h as 17h, seguiram-se as sessdes dos Grupos de Trabalho on-line, consolidando
0 espaco de socializacdo, critica académica e amadurecimento das investigaces apresentadas.

Ao tornar publicos estes 31 e-books, o Il ENDIF reafirma uma convicgéo essencial: ndo ha
futuro democrético para o Direito sem pesguisa cientifica, sem debate qualificado e sem
compromisso com a verdade metodoldgica. Em tempos de incerteza — tecnolgica, social,



ambiental e institucional —, a pesquisa juridica cumpre um papel civilizatorio: ilumina
problemas invisibilizados, gquestiona estruturas naturalizadas, qualifica politicas publicas,
tensiona 0 poder com argumentos e of erece horizontes normativos mais justos.

Registramos, por fim, nosso reconhecimento a todas e todos que tornaram possivel esta obra
coletiva— autores, avaliadores, coordenadores de Grupos de Trabalho, debatedores e equipe
organizadora—, bem como as instituicoes e redes académicas que fortalecem o ecossistema
da pesquisa em Direito. Que a leitura desta coletanea seja, a0 mesmo tempo, um encontro
com o que ha de mais vivo na producdo cientifica contemporénea e um convite a seguir
construindo, com coragem intelectual e responsabilidade publica, um Direito a altura do
NOSso tempo.

Belo Horizonte-M G, 16 de dezembro de 2025.

Prof. Dr. Paulo Umberto Stumpf — Reitor do Centro Universitario Dom Helder

Prof. Dr. Franclim Jorge Sobral de Brito — Vice-Reitor e Pro-Reitor de Graduacdo do Centro
Universitario Dom Helder

Prof. Dr. Caio Augusto Souza Lara — Pré-Reitor de Pesguisa do Centro Universitario Dom
Helder



DEEPFAKE, CALUNIA E O RISCO DA PROVA: DESAFIOS PARA O PROCESSO
PENAL BRASILEIRO NO SEC. 21

DEEPFAKE, SLANDER AND THE RISK OF EVIDENCE: CHALLENGESFOR
THE BRAZILIAN CRIMINAL PROCESSIN THE 21ST CENTURY

Arthur Henrique Silva DeBarrosLima
Leonardo Monteiro Crespo de Almeida

Resumo

O objetivo deste artigo reside em explorar as implicagdes da Deepfake no contexto do direito
processual penal brasileiro a partir do tipo de penal de calinia. A énfase nesse tipo se
justifica porque a caltnia € um tipo penal no qual a consciéncia de uma falsa atribuicéo de
conduta ilicita compde o cerne da conduta em si: a deepfake, por sua vez, subverte as
fronteiras entre realidade e aparéncia, fazendo com que a comprovacdo da existéncia da
callinia, por meio de provas trazidas a apreciacdo no desenrolar do Processo Penal, venha a
apresentar equivocos e até condenacdes injustas.

Palavr as-chave: Deepfake, Prova, Direito processual, Epistemologia

Abstract/Resumen/Résumé

The objective of this article is to examine the implications of Deepfake technology in
Brazilian criminal procedure, focusing on the offense of callnia (false accusation). This
crime involves the deliberate imputation of afalse criminal act to another person. Deepfakes
blur the line between reality and appearance, jeopardizing the evidentiary process and
potentially distorting assessments of whether calinia’ s elements are met. Such technological
manipulation heightens the risk of wrongful convictions.

K eywor ds/Palabr as-claves/M ots-clés. Deepfake, Proof, Procedural law, Epistemology
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As transformacgbdes impulsionadas pelas diferentes Inteligéncias
Artificiais no contexto juridico tém proporcionado vantagens e importantes
solugdes ao mesmo tempo em que fazem surgir novas problematicas e riscos
para a pratica do direito. O emprego as inteligéncias artificiais tém contribuido
para uma maior celeridade processual, assim como decisdes judiciais com
fundamentos juridicos mais sélidos e alinhados aos entendimentos majoritarios
dos tribunais. Decisbes mais previsiveis conferem ao Judiciario maior
confiabilidade, resguardando e fortalecendo assim a segurancga juridica. Em
termos de consideragdes probatorias, essas tecnologias podem ser utilizadas
para analisar um amplo corpo de evidéncias, identificando inconsisténcias entre
elas ou mesmo colocando a sua validade em questdo. Essas contribuigdes
fazem com que a utilizagao das I.As no contexto do Judiciario brasileiro seja
um caminho sem volta: a perda em rejeitar a sua utiliza € relevante demais
para que possa Vvir a ser ignorada.

Entretanto, aspectos de seu funcionamento fazem surgir novas
indagacgdes e questdes associadas ao potencial de lesividade que elas podem
proporcionar aos jurisdicionados. As chamadas alucinagdes das inteligéncias
artificiais, por exemplo, podem levar a resultados distorcidos, equivocados,
errbneos ou mesmo fabricados por ela, a exemplo da criagdo de uma
jurisprudéncia ou do dispositivo de uma lei. Nessa diregdo, as alucinagdes nao
somente podem comprometer a validade dos fundamentos de uma sentenca
judicial, como também colocam em risco os direitos e as garantias
fundamentais dos jurisdicionados. Neste sentido, a ignorar a presenga das
alucinagbes acaba por comprometer — ou mesmo macular — a seguranga
juridica ao invés de resguarda-la, conforme apontado acima. As alucinagdes
estdo longe de serem o principal fator de risco no tocante a implementacéo
juridica das Inteligéncias Atrtificiais.

Enquanto conjunto de tecnologias mobilizadas pelas inteligéncias
artificiais, a DeepFake apresenta desafios e questdbes de consideravel
complexidade para o devido andamento do processo, em particular no que
tange a matéria probatdria. Nas segdes subsequentes iremos esclarecer, em
linhas gerais, o que significaria, de fato, a DeepFake e quais 0s impasses, 0s
problemas e os riscos que eles podem apresentar para o devido andamento do
processo.

Em termos sucintos, a DeepFake diz respeito a diferentes formas de
manipulacdo de midias digitais realizada por diferentes inteligéncias artificiais.
Essas manipulagdes englobam criacdo de videos, audios e imagens
falsificadas de pessoas que agiram ou disseram coisas que, de fato, elas
jamais disseram. O que torna a atuagao da DeepFake complexa e periculosa &
o profundo realismo e veracidade com que essas falsificagcbes sao
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implementadas. Em um primeiro momento, € muito dificil discernir, de fato, o
que seria a verdade daquilo que seria a sua adulteragcdo. Como explica Lima
(2020), a deepfake “é¢ uma tecnologia de manipulagdo digital que utiliza
inteligéncia artificial para criar videos ou audios falsos altamente realistas”.

A prépria construgdo do termo aponta para essa dinamica: DeepFake é
uma mistura de Deep Learning (Aprendizado Profundo) com Fake (Adulterar,
Falsificar). Como essas ferramentas conseguem realizar adulteragbes tao
fidedignas? A partir da combinagdo de um enorme conjunto de dados e de
algoritmos treinados para produzir conteudos audiovisuais altamente
verossimeis. O aspecto do Deep Learning que integraria o funcionamento da
DeepFake reside na utilizagdo de redes neurais profundas que permite a
analise de um conjunto vasto de dados de audio (gravagdes da voz) e visuais
(videos, imagens) de uma determinada pessoa. Mediante essa analise, o
algoritmo procede mediante um mapeamento dos movimentos faciais, da
tonalidade de sua voz, das expressdes e gestos especificos da pessoa em
particular.

O resultado desse mapeamento sao recriagdes muito fidedignas de sua
imagem e voz, mas deslocadas para um contexto, para uma circunstancia
fatica, diversa, ou seja, que aquela pessoa nao havia originariamente tomado
parte. Novamente, esse “deslocamento” é o que ira fomentar esse processo de
falseamento da realidade, ou seja, a ilusdo da veracidade. E neste ponto que
ha o fundamento para as questées epistémicas apontadas mais adiante.

A atuacgéo da DeepFake, portanto, engloba tanto o dudio quanto o visual.
No tocante a DeepFake visual, tem-se a imagem de uma pessoa € substituida
por uma outra, levando a crer que a pessoa original esta realizando agdes ou
enunciando coisas que jamais ocorreram. Ja no tocante a Deepfake de audio, a
voz de uma pessoa acaba sendo replicada, o que viabiliza a construgao de
audios falsos nos quais sao proferidas palavras e frases que jamais foram
ditas. Em termos epistémicos, portanto, a DeepFake consegue subverter, de
maneira profunda, as fronteiras entre aparéncia e realidade.

A consequéncia danosa mais evidente da utilizagdo do Deepfake reside
em seu amplo potencial para a desinformagdo. Considerando a intensa
velocidade de propagagdao da desinformagdo, assim como o numero de
pessoas afetadas em um curtissimo espagco de tempo, o dano da
desinformacéo rapidamente pode se tornar inestimavel, sobretudo no tocante
ao funcionamento das instituigdes, das elei¢des e de outros eventos publico de
grande impacto. Nesse sentido, Lucendo (2018) recorda que “a falsificagao e a
manipulagdo de informagdes tém raizes histéricas longas, sendo a deepfake
apenas a face mais recente de um problema antigo”.
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A desinformacao pode ser também mobilizada para atacar diretamente a
reputagdo dos individuos por meio da criagdo das midias audiovisuais
adulteradas, a exemplo daquelas ja elencadas nos paragrafos anteriores. A
destruicdo da reputacao ocorre a partir das mesmas praticas de desinformagao
no que diz respeito aos eventos publicos mais abrangentes, porém voltadas
para a difamacgao de individuos ou grupos especificos.

Uma das principais consequéncias que emergem desse processo de
desinformacgao/cancelamento tem conotagdes epistémicas: trata-se da erosao
da confianga social em uma verdade factual, objetiva, por assim dizer. Nessa
direcdo, os fatos que se contrapbéem aquilo que se espera e que acredita ser
verdade sao sumariamente rejeitados considerando a possibilidade de serem
adulteragdes da realidade.

O Processo Penal opera a partir de uma epistemologia estruturada em
torno de uma verdade que nao dispensa a sua materialidade. Se a légica
processual constréi a sua verdade por meio da contraposigcdo entre as provas
levadas a juizo pelas partes em conflito, isso ndo significa que a perda de uma
dimensdao mais profunda da verdade compreendida aqui como sendo a
representacdo do que, de fato, ocorreu. Nesse sentido, portanto, as fronteiras
entre a realidade factual (associada a verdade real) e o seu recorte, ou seja, a
sua construgao processual tendo como base as diferentes provas coletadas (a
verdade formal) permanece firme e definida.

A deepfake, porém, introduz um problema de ordem epistémica para o
Processo Penal uma vez subvertida a distingdo entre realidade e aparéncia, as
provas podem ser manipuladas ou reorganizadas por algoritmos de modo a
fomentar absolvigdes ou condenagdes que, de outro modo, ndo existiriam.
Alguns tipos penais, porém, trazem como elementar do seu tipo, ou seja, como
cerne da conduta normativamente descrita, componentes epistémicos que
tendem ao agravamento da circunstancia em si. A calunia seria um deles e por
essa razao a pesquisa a adota como objeto central de sua analise. Segundo
Sandoval et al. (2024), “deepfakes comprometem a integridade das provas e
corroem a confianga nas instituicdes judiciais”.

Em primeiro lugar, € preciso esclarecer analiticamente o que seria a
calunia para fins da legislagcao punitiva. O Cédigo Penal assim a descreve: “Art.
138 - Caluniar alguém, imputando-lhe falsamente fato definido como crime”.
Em um dos seus paragrafos, existe uma complementagdo que torna outras
condutas similares equivalentes em termos de reprovabilidade: “§ 1° - Na
mesma pena incorre quem, sabendo falsa a imputagao, a propala ou divulga”.
Alves et al. (2024) ressaltam que “a criagdo e propagacao de deepfakes pode
configurar crimes contra a honra, demandando reflexdo sobre a suficiéncia do
ordenamento penal brasileiro”.
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O ato de caluniar se expressa a partir de trés verbos: imputar, propalar
ou divulgar. Nas trés hipoteses, entretanto, € preciso que o sujeito ativo tenha
consciéncia da falsidade da conduta atribuida, e € nisso que se trata do
componente epistémico anteriormente mencionado. A distingdo entre o que o
sujeito percebe como sendo verdadeira ou falsa precisa ser estabelecida para
que a tipificacdo de uma conduta como caluniosa possa ocorrer. No entanto, a
deepfake permite a construcdo de cenarios fidedignos, porém adulterados de
tal forma que, na percepg¢ao daquele de um individuo comum que carece de
conhecimentos técnico através dos quais essa realidade distorcida poderia ser
prontamente identificada, seria, de fato, o real.

Nessa circunstancia, os dados adulterados ndo so6 induziriam os
individuos a erro, como também poderiam ter a sua falsidade ignorada na
eventual apreciagao da veracidade das provas trazidas em juizo. Existem dois
problemas com naturezas distintas que podem ser discernidos neste ponto: a
caracterizagao tipica da calunia quando a relagao entre veracidade e falsidade
se mostra ambivalente surge como uma questao de direito material, enquanto
que, por sua vez, a analise probatdria referente aos elementos aos quais se
recorre para provar a materialidade em si do delito de calunia seria uma
questao de direito processual.

Entendemos que, na primeira hipotese, seria possivel recorrer a teoria
do erro para fins de apreender a distor¢ao cognitiva do sujeito haja vista que a
sua percepcgao da realidade estaria distorcida em funcdo da intervengao dos
algoritmos da Deepfake. O conceito de erro de tipo, na dogmatica penal, seria
a categoria mais adequada para abordar a especificidade essa questdo. De
maneira concisa, conforme o art. 20 do Cédigo Penal Brasileiro, o erro de tipo
representa aquela situagdo mediante a qual o agente desconhece ou se
engana quanto a elemento constitutivo do tipo de penal. De acordo com
Durées, Freitas e Novais (2024), “deepfakes representam um dos usos mais
visiveis e danosos da inteligéncia artificial, justamente por confundirem a
percepcao de verdade no processo penal”.

Observamos que, na descricdo do tipo de calunia, o conhecimento de
que a imputacao é falsa constitui elementar desse tipo, ou seja, € um elemento
sem o qual a calunia ndo pode ser configurada. A hipétese de erro de tipo no
contexto do tipo penal de calunia incidiria sobre a consciéncia da falsidade
dessa atribuicdo. Vejamos um exemplo da imputagdo do erro de tipo tendo
como base uma informagao pouco confiavel.

Mario € um leitor voraz de um blog policial sensacionalista que transmite
informagdes controversas em um tom exagerado para desta maneira atrair
ainda mais audiéncia. O blog apresenta uma noticia contundente, com indicios
fidedignos, porém exagerados em determinados pontos, de que Fernando José
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€ um traficante habitual, inclusive operando ja ha alguns meses proximo ao
bairro em que o proprio Mario reside. Acreditando sinceramente ser verdade,
Mario difunde a noticia falsa, exagerada. Ele sabe que esta imputando fato
criminoso a Fernando José (o trafico ilicito de entorpecentes previsto no Art. 33
da Lei 11.343/2006), mas assim o faz porque sinceramente — e ndo falsamente,
como prevé a descricdo elementar do tipo — acredita que Fernando José
realizou essa pratica. Tratando-se da configuragdo do erro, dolo e culpa estao
excluidos, impedindo a configuragao do fato tipico e, desta maneira, levando a
atipicidade da conduta.

Uma breve modificacdo de cunho epistémico na circunstancia acima
pode levar a conclusdes significativamente distintas daquele agora escrita.
Supondo agora que Mario soubesse que a credibilidade das noticias veiculadas
pelo blog é baixa, uma vez que, para tornar as noticias mais atrativas e assim
captar a atengdo da maior quantidade possivel de leitores, o blog, na pior das
hipéteses, incorporou com certa frequéncia dados de procedéncia duvidosa ou
mesmo equivocados e na melhor delas, ndo obstante a suposta credibilidade
da origem das fontes, aqueles encarregados pela sua redagao nao faziam uma
checagem devida. Mekkawi (2023) observa que “a prova digital, quando
vinculada a deepfakes, enfrenta sérias dificuldades de autenticacédo e
confiabilidade”.

O fato de Mario ter ciéncia da baixa credibilidade do blog e, ainda assim,
decida propalar as informacdes lidas nele acerca das atividades de Fernando
José dificilmente permite a caracterizagdo do erro de tipo neste cenario,
diferentemente daquele anterior: Mario compreendia o risco de que a
informagao poderia ser falsa e, ainda assim, insistiu em sua divulgagéo. Nessa
hipétese, o dolo, ao invés de ser descaracterizado em fungdo de uma
equivocada percepgao da realidade, € aqui caracterizado, mas em sua forma
eventual: Ao compreender o risco e mesmo assim executar alguns dos verbos
nucleares do tipo penal, Mario demonstra aceitar o risco da ocorréncia de um
resultado desfavoravel, a saber, de que a conduta ilicita atribuida a Fernando
José seria equivocada. Nesse sentido, Mario ira responder pelo tipo penal de
calunia estando sujeito as penas elencadas pelo dispositivo.

A diferenca entre responder, ou n&o, pela calunia € de cunho epistémico,
conforme dito nos paragrafos precedentes: € essencial avaliar ndo somente a
consciéncia do agente ao praticar o ato (o que ele pretendia com ele? O quanto
sabia), mas as circunstancias que o envolvem e que, de certo modo, atuam
também sobre a sua percepgao da realidade (na situagdo exemplificativa, o
conhecimento, ou n&o, da baixa credibilidade do blog).
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