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I ENCONTRO NACIONAL DE DIREITO DO FUTURO - 11 ENDIF
INTELIGENCIA ARTIFICIAL, DIREITO E REGULACAO I

Apresentacdo

O 1l Encontro Nacional de Direito do Futuro (I ENDIF), organizado pelo Centro

Universitario Dom Helder com apoio técnico do Conselho Nacional de Pesquisa e Pos-
graduagdo em Direito — CONPEDI, reafirma-se como um espaco qualificado de producéo,

didlogo e circulagdo do conhecimento juridico, reunindo a comunidade cientifica em torno de
um propdsito comum: pensar, com rigor metodol 6gico e sensibilidade social, os caminhos do
Direito diante das transformagfes que marcam o nosso tempo. Realizado nos dias 09 e 10 de
outubro de 2025, em formato integralmente on-line, 0 evento assumiu como tema geral

“Justica social e tecnolégica em tempos de incerteza’, convidando pesquisadoras e

pesquisadores a enfrentar criticamente os impactos da inovagéo tecnolégica, das novas
dindmicas sociais e das incertezas globais sobre as instituicdes juridicas e os direitos
fundamentais.

Nesta segunda edicdo, 0os niUmeros evidenciam a forca do projeto académico: 408 trabalhos
submetidos, com a participacdo de 551 pesquisadoras e pesquisadores, provenientes de 21
Estados da Federacdo, culminando na organizacdo de 31 e-books, que ora se apresentam a
comunidade cientifica. Essa coleténea traduz, em linguagem académica e compromisso
publico, a vitalidade de uma pesquisa juridica que ndo se limita a descrever problemas, mas
busca compreendé-los, explicar suas causas e projetar solucdes coerentes com a Constituigao,
com os direitos humanos e com os desafios contemporaneos.

A publicagdo dos 31 e-books materializa um processo coletivo que articula pluralidade
temética, densidade tedrica e seriedade cientifica. Os textos que compdem a coletanea
passaram por avaliacdo académica orientada por critérios de qualidade e imparcialidade, com
destaque para o método double blind peer review, que viabiliza a andlise inominada dos
trabalhos e exige o exame por, no minimo, dois avaliadores, reduzindo subjetividades e
preferéncias ideol bgicas. Essa opcdo metodol 6gica €, ab mesmo tempo, um gesto de respeito
aciéncia e uma afirmagdo de que a pesquisa juridica deve ser construida com transparéncia,
responsabilidade e abertura ao escrutinio critico.

O Il ENDIF também se insere em uma trgjetoria institucional ja consolidada: a primeira
edicéo, realizada em junho de 2024, reuniu centenas de pesquisadoras e pesquisadores e
resultou na publicagdo de uma coletanea expressiva, demonstrando que o Encontro se
consolidou, desde o inicio, como um dos maiores eventos cientificos juridicos do pais. A



continuidade do projeto, agora ampliada em escopo e capilaridade, reafirma a importancia de
se fortalecer ambientes académicos capazes de integrar graduacdo e pos-graduacdo, formar
novas geracdes de pesquisadoras e pesquisadores e promover uma cultura juridica
comprometida com arealidade social.

A programacédo cientifica do evento, organizada em painéis tematicos pela manha e Grupos
de Trabalho no periodo da tarde, foi concebida para equilibrar reflexdo tedrica, debate
publico e socializagdo de pesquisas. Nos painéis, temas como inteligéncia artificial e direitos
fundamentais, protecdo ambiental no sistema interamericano, protecdo de dados e heranca
digital foram tratados por especialistas convidados, em debates que ampliam repertérios e
conectam a producéo académica aos dilemas concretos vividos pela sociedade.

A programacdo cientifica do Il ENDIF foi estruturada em dois dias, 09 e 10 de outubro de
2025, combinando, no periodo da manhd, painéis tematicos com exposicdes de especialistas
e debates, e, no periodo da tarde, sessdes dos Grupos de Trabalho. No dia 09/10 (quinta-
feira), apds a abertura, as 09h, realizou-se o Painel |, dedicado aos desafios da atuacéo

processual diante da inteligéncia artificial (“Inteligencia artificial y desafios de derechos
fundamentales en el marco de la actuacion procesal”), com exposicado de Andrea Alarcédn

Pefia (Coldmbia) e debate conduzido por Caio Augusto Souza Lara. Em seguida, as 11h,

ocorreu o Painel 11, voltado a protecdo ambiental no Sistema Interamericano, abordando a
evolucdo da OC-23 ap novo marco da OC-32, com participacéo de Soledad Garcia Munoz
(Espanha) e Valter Moura do Carmo como palestrantes, sob coordenacdo de Ricardo

Stanziola Vieira. No periodo da tarde, das 14h as 17h, desenvolveram-se as atividades dos
Grupos de Trabalho, em ambiente virtual, com apresentacdo e discussdo das pesquisas

aprovadas.

No dia 10/10 (sexta-feira), a programacéo manteve a organizacdo: as 09h, foi realizado o
Paingl 111, sobre LGPD e aimportancia da protecdo de dados na sociedade de vigilancia, com
exposicdes de Lais Furuya e Jilia Mesquita e debate conduzido por Yuri Nathan da Costa
Lannes; as 11h, ocorreu o Painel 1V, dedicado ao tema da heranca digital e a figura do
inventariante digital, com apresentacdo de Felipe Assis Nakamoto e debate sob

responsabilidade de Tais Mallmann Ramos. Encerrando o evento, novamente no turno da
tarde, das 14h as 17h, seguiram-se as sessdes dos Grupos de Trabalho on-line, consolidando
0 espaco de socializacdo, critica académica e amadurecimento das investigaces apresentadas.

Ao tornar publicos estes 31 e-books, o Il ENDIF reafirma uma convicgéo essencial: ndo ha
futuro democrético para o Direito sem pesguisa cientifica, sem debate qualificado e sem
compromisso com a verdade metodoldgica. Em tempos de incerteza — tecnolgica, social,



ambiental e institucional —, a pesquisa juridica cumpre um papel civilizatorio: ilumina
problemas invisibilizados, gquestiona estruturas naturalizadas, qualifica politicas publicas,
tensiona 0 poder com argumentos e of erece horizontes normativos mais justos.

Registramos, por fim, nosso reconhecimento a todas e todos que tornaram possivel esta obra
coletiva— autores, avaliadores, coordenadores de Grupos de Trabalho, debatedores e equipe
organizadora—, bem como as instituicoes e redes académicas que fortalecem o ecossistema
da pesquisa em Direito. Que a leitura desta coletanea seja, a0 mesmo tempo, um encontro
com o que ha de mais vivo na producdo cientifica contemporénea e um convite a seguir
construindo, com coragem intelectual e responsabilidade publica, um Direito a altura do
NOSso tempo.

Belo Horizonte-M G, 16 de dezembro de 2025.

Prof. Dr. Paulo Umberto Stumpf — Reitor do Centro Universitario Dom Helder

Prof. Dr. Franclim Jorge Sobral de Brito — Vice-Reitor e Pro-Reitor de Graduacdo do Centro
Universitario Dom Helder

Prof. Dr. Caio Augusto Souza Lara — Pré-Reitor de Pesguisa do Centro Universitario Dom
Helder



O “DIREITO A REALIDADE” NA ERA DASREALIDADESSINTETICAS: UMA
ANALISE CRITICA DA IA GENERATIVA E DOSDEEPFAKES

THE “RIGHT TO REALITY” IN THE AGE OF SYNTHETIC REALITIES: A
CRITICAL ANALYSISOF GENERATIVE Al AND DEEPFAKES

Ana Carolina PaesdeM¢€dllo 1

Resumo

A difusdo da inteligéncia artificial generativa e dos deepfakes inaugura uma era em que a
prépria nocdo de realidade € desafiada. O projeto propde o conceito de Direito a Realidade,
entendido como metadireito que assegura tanto a protecao dos atributos da personalidade
guanto a preservacao da confianga social em um ambiente informacional integro. Examina-se
como a manipulagdo sintéticaimpacta corpo, identidade, desigualdades sociais e democracia.
Defende-se que os riscos da hiper-realidade exigem marcos regul atorios robustos, cooperacéo
internacional e investimento em literacia digital critica, reafirmando a agéncia humana diante
da expansdo das realidades artificiais.

Palavras-chave: Direito arealidade, Inteligéncia artificial, Deepfakes, Democracia, Literacia
digital

Abstract/Resumen/Résumeé

The spread of generative artificial intelligence and deepfakes ushers in an era in which the
very notion of reality is challenged. The project proposes the concept of the Right to Reality,
understood as a metaright that ensures both the protection of personality attributes and the
preservation of social trust in a healthy information environment. It examines how synthetic
mani pulation impacts the body, identity, social inequalities, and democracy. It argues that the
risks of hyperreality require robust regulatory frameworks, international cooperation, and
investment in critical digital literacy, reaffirming human agency in the face of the expansion
of artificial redlities.

Keywor ds/Palabr as-claves/M ots-clés. Right to reality, Artificial intelligence, Deepfakes,
Democracy, Digital literacy

1 Advogada especialista em Direito Digital pelo IBMEC e Mestranda em Divulgagdo Cientifica e Cultural pelo
Labjor- UNICAMP.
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1. CONSIDERACOES INICIAIS

Nas ultimas décadas, o avango das tecnologias de simulag¢do, como os deepfakes,
tem intensificado uma crise de referéncia entre o real e o fabricado. Esse fenémeno,
embora ndo seja inédito na historia da tecnologia, ganha contornos inéditos com a
automacao algoritmica da linguagem, da imagem e da voz, comprometendo as bases da
confianga publica, da integridade informacional e da propria nog¢do de realidade
compartilhada. Em tltima anélise, da propria estrutura democratica.

Diante disso, surge a necessidade de repensar o papel do direito como instrumento
de prote¢do da realidade socialmente construida. Como responder a proliferagdo de
conteudos sintéticos realistas que distorcem fatos, simulam pessoas ou fabricam eventos
com aparéncia de veracidade?

Este projeto propde uma abordagem interdisciplinar, articulando os campos do
direito, ética, ciéncia da computacdo e sociologia para investigar as tensdes entre a
liberdade de expressdo, a integridade da informacdo e o surgimento de um possivel
“direito a realidade”.

A proposta reside em tratar a crise da realidade ndo apenas como um desafio
técnico ou juridico, mas como um fendmeno historico, epist€émico e politico, que exige
novos paradigmas regulatorios e éticos.

A pesquisa que se propde, na classificagdo de Gustin, Dias e Nicacio (2020),
pertence a vertente metodoldgica juridico-social. Foi escolhido o tipo juridico-projetivo
para pesquisa. O raciocinio desenvolvido na pesquisa foi predominantemente dialético e

quanto ao género de pesquisa, foi adotada a pesquisa teorica.

2. A CRISE DA REALIDADE NA ERA DIGITAL

A paisagem informacional contemporanea ¢ definida pela ascensdo meteorica da
inteligéncia artificial generativa, uma tecnologia capaz de produzir contetido sintético de
notavel realismo. Ferramentas de Inteligéncia Artificial (IA) generativa permitem a
criacdo de imagens, videos e dudios, popularmente conhecidos como "deepfakes", um
conceito que une os termos “deep learning” e “fake news”, que reproduzem fielmente
caracteristicas como a imagem ¢ a voz de individuos.

Santaella e Salgado (2021) notam que, seja de forma intencional ou acidental,

comumente o deepfake distorce a percep¢do de terceiros a respeito de um individuo,

31



associando seu nome e identidade a ideias e/ou atos que, por defini¢cao, ndo exprimem a
realidade ou verdades sobre aquela pessoa. Esses contetidos falsos avangados sdao gerados
ou manipulados por A para simular que uma pessoa diz ou faz coisas que nunca
ocorreram, e seu realismo intrinseco pode tornar a identificacao da falsificacdo um desafio
significativo a olho nu, levando a disseminacao de enganos.

Diante dessa capacidade sem precedentes de fabricar e disseminar realidades
alternativas, o Direito a Realidade emerge como uma preocupacao juridica e ética central.
Este direito, embora ainda em fase de conceituagdo, estd intrinsecamente ligado aos
direitos da personalidade — pilares fundamentais da dignidade humana, que englobam a
privacidade, a intimidade, a imagem e a honra.

Essa formulagdo distingue o Direito a Realidade de outros direitos proximos
(como direito a informacao, a privacidade ou a ndo manipulagdo simbolica), ao posiciona-
lo como uma prerrogativa transversal: proteger a propria base comum de percepcao e
interacao social.

A Constitui¢ao Federal, o Cddigo Civil (artigos 11 e 20) e o Cddigo Penal
brasileiro ja preveem salvaguardas contra usos indevidos e prejudiciais desses atributos
pessoais, estabelecendo que os direitos da personalidade sdo intransferiveis e inalienaveis,
e conforme Sumula 403 do Superior Tribunal de Justica, qualquer uso ndo autorizado que
afete a honra, o0 bom nome ou a respeitabilidade pode ser proibido, especialmente para
fins comerciais. No entanto, a proliferacdo de deepfakes desafia a propria nogdo de uma
realidade compartilhada e verificavel, tornando emergencial discutir o que ¢ ou ndo real.

A capacidade de discernir o que ¢ genuinamente real de uma imagem, video ou
som manipulado por IA torna-se cada vez mais dificil. Essa dificuldade ndo se restringe
a protecdo da imagem ou voz individual, mas se estende a capacidade coletiva de confiar
em informagdes compartilhadas e de construir uma compreensdo coesa do mundo
(SANTAELLA e SALGADO, 2021). Se a propria realidade pode ser sinteticamente
manipulada, a habilidade de perceber e depender de uma realidade objetiva torna-se um
pré-requisito para o exercicio de outros direitos, como a participacdo politica, o
consentimento informado e a protecao contra fraudes.

Desse modo, o Direito a Realidade pode ser compreendido, na descricao de Ewald
(1993) como um metadireito, considerando nesta seara novos elementos para o estudo
das ondas renovatoérias de acesso a justiga, essencial para a autonomia individual e para a

manutencdo dos processos democraticos em um mundo crescentemente sintético. Ele
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transcende os direitos da personalidade tradicionais para englobar a integridade do
ambiente informacional como um todo.

A natureza dual da TA generativa, que a posiciona simultaneamente como um
catalisador para a inovagdo € um vetor para a desestabilizagdo social, ¢ um aspecto
importante. A mesma capacidade que impulsiona a criatividade e a eficiéncia ¢
precisamente aquela que permite a fabricagdo maliciosa de conteido (BARROSO, 2022).

Para que os riscos possam ser gerenciados, o foco deve recair na
responsabilizacdo, na transparéncia e na promog¢ao de uma literacia digital abrangente, a
fim de gerenciar os riscos inerentes a uma tecnologia projetada para mimetizar a realidade

a seu gosto.

3. A HIPER-REALIDADE E O SIMULACRO

A teoria do simulacro de Jean Baudrillard (1983) oferece uma lente indispensavel
para compreender a natureza dos deepfakes e da 1A generativa. Ainda que esta teoria nao
tenha sido baseada no problema atual, ¢ possivel visita-la para extrair de seu cerne alguns
conceitos orientadores. Para Baudrillard, o simulacro ¢ a "geracdo por modelos de um
real sem origem ou realidade", onde a diferenga soberana que antes distinguia o original
da copia simplesmente desaparece.

O problema fundamental com os deepfakes nao ¢ apenas sua capacidade de
enganar momentaneamente, mas o fato de que sua existéncia e proliferacdo
desestabilizam a suposta relacao entre as representagdoes midiaticas e a realidade. Em um
contexto eu-pistemologico (CESARINO, 2021), o “ver para crer” se torna especialmente
problematico, uma vez que contetidos podem ser criados de maneira a parecer feitos por
pessoas “reais” e assim, carregados de um maior significado por quem os recebe. Isso
leva os usudrios a naturalizarem o que lhes ¢ entregue como realidade, mesmo quando
essas sele¢des criam realidades online altamente contraditorias.

Cesarino (2021) enfatiza ainda uma perspectiva tecnopolitica, na qual a tecnologia
ndo € neutra, mas interfere ativamente nas transformagdes sociais e na producdo da
verdade.

Vieses técnicos estdo embutidos nas arquiteturas algoritmicas, desenhada para agir
menos nos termos da reflexividade consciente e analitica dos usudrios do que no plano
pré-representacional da memoria incorporada, habitos e instintos (o cérebro reptiliano),

influenciando os processos sociopoliticos. Cesarino debate ainda que a crise de confianca
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nao ¢ um subproduto acidental, mas uma caracteristica estrutural que torna as populagdes

mais suscetiveis a manipulagao.

4. DESIGUALDADES SINTETICAS E A DEMOCRACIA EM CRISE

A TA generativa, longe de ser um vetor de igualdade, tende a ampliar as
desigualdades existentes, devido a sua intrinseca dependéncia de dados e infraestrutura,
que estao altamente concentrados nas maos de um pequeno oligopolio de grandes
empresas de tecnologia, as chamadas big techs. Desde o inicio da internet, esse acumulo
massivo de dados tem sido realizado por um grupo restrito de corporagdes, tornando a
concorréncia para novas empresas extremamente dificil, ampliando o acimulo de poder.

O impacto na democracia e a manipulacdo politica sdo alarmantes. Deepfakes e
desinformacdo criados com IA generativa podem influenciar massas e manipular a
opinido publica, representando uma ameaga as eleigdes, e a seguranga nacional. Em
contextos eleitorais, deepfakes possuem um enorme potencial para distorcer o debate
publico, levantando sérias preocupagdes sobre a integridade das eleicdes.

O "codigo amigo-inimigo”, em que o emissario classificado pelo recipiente
determinard se o enunciado ¢ verdadeiro ou falso, fomentado pelo populismo digital
(CESARINO, 2021), implica que os oponentes politicos ndo compartilham a mesma
realidade, pois existem em redes separadas, dificultando o debate democratico.

A crise de confianca, também mencionada por Cesarino (2021), esta prestes a ser
escalada frente a esta nova dimensdo de narrativas desenhada para provocar medo e

desconfianca.

5. DESAFIOS ETICOS E JURIDICOS E A BUSCA PELO DIREITO A
REALIDADE

A crescente complexidade da inteligéncia artificial generativa torna sua
regulamentacdo um desafio urgente. O impacto social dessas tecnologias exige marcos
regulatorios robustos que assegurem responsabilidade e equidade, como j& indica a
proposta europeia de regulagdo de IA. Paralelamente, torna-se indispensavel a
conscientizagdo publica sobre o uso ético dos deepfakes, com a educagdo critica como

estratégia central para enfrentar a desinformacdo. Eleitores e cidaddos precisam de



literacia digital capaz de promover andlise criteriosa do conteido online, garantindo
processos democraticos mais transparentes.

No Brasil, o Projeto de Lei n° 2338/2023 busca regular sistemas de IA, embora
avance lentamente. O ordenamento juridico ja contempla a protecdo dos direitos da
personalidade, impondo autorizacdo prévia para o uso de atributos pessoais e
estabelecendo o dever de indenizar em casos de exploracdo comercial indevida.
Entretanto, esses dispositivos mostram-se insuficientes diante da sofisticagdo e
velocidade da producao sintética. Outro avangco ¢ o PL n° 5467/2023, que propde
reconhecer a pornografia deepfake como forma de violéncia doméstica e familiar,
criminalizando sua disseminagdo e impondo as plataformas digitais a remo¢ao imediata
do material, em consonancia com o art. 19 do Marco Civil da Internet, atualmente
debatido no Supremo Tribunal Federal.

Ainda assim, a regulacdo enfrenta limites estruturais. A expansdo global das big
techs e sua concentragdo de dados e poder revelam a fragilidade das legislagdes nacionais,
incapazes de controlar fluxos digitais transnacionais. A logica de colonialismo digital
(Lippold; Faustino, 2022; Avelino, 2023) expde a dificuldade de afirmag¢dao de uma
soberania digital frente a corporagdes que resistem a regulacdo publica. Assim, uma
governanga efetiva requer ndo apenas normas internas, mas também esforcos
internacionais coordenados, capazes de garantir que o Direito a Realidade seja
efetivamente aplicavel, e ndo apenas uma abstracdo tedrica.

Nesse cenario, a literacia digital critica emerge como pilar indispensavel para a
defesa social contra realidades sintéticas. Mais do que identificar falsificagdes, trata-se de
desenvolver uma postura de ceticismo diante de informagdes digitalmente mediadas,
avaliando fontes e compreendendo os vieses algoritmicos que moldam contetidos. Essa
competéncia critica torna-se fundamental para navegar a hiper-realidade descrita por
Baudrillard (1983), na qual as fronteiras entre ilusdo e realidade se dissolvem.

Portanto, enfrentar os desafios éticos e juridicos da A generativa demanda uma
combina¢do de regulacdo global, fortalecimento da soberania digital e transformacao
educacional profunda. A literacia digital critica deve ser compreendida ndo apenas como
ferramenta técnica, mas como elemento formador da cidadania, reafirmando a agéncia

humana em um mundo saturado por realidades artificiais.

6. CONSIDERACOES FINAIS
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A emergéncia das realidades sintéticas demanda um novo paradigma juridico
capaz de proteger tanto a dignidade individual quanto a confianca coletiva em um
ambiente informacional integro. O Direito a Realidade se coloca como principio
fundamental para enfrentar os riscos da hiper-realidade, assegurando agéncia humana e
integridade democratica. Para tanto, ¢ imperativo investir em literacia digital critica,
fomentar cooperagdo internacional e estruturar marcos regulatdrios adequados. Em ultima
instancia, trata-se de reafirmar o papel do direito na defesa da realidade como condicao

de possibilidade para os demais direitos fundamentais.
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