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Apresentacdo

O 1l Encontro Nacional de Direito do Futuro (I ENDIF), organizado pelo Centro

Universitario Dom Helder com apoio técnico do Conselho Nacional de Pesquisa e Pos-
graduagdo em Direito — CONPEDI, reafirma-se como um espaco qualificado de producéo,

didlogo e circulagdo do conhecimento juridico, reunindo a comunidade cientifica em torno de
um propdsito comum: pensar, com rigor metodol 6gico e sensibilidade social, os caminhos do
Direito diante das transformagfes que marcam o nosso tempo. Realizado nos dias 09 e 10 de
outubro de 2025, em formato integralmente on-line, 0 evento assumiu como tema geral

“Justica social e tecnolégica em tempos de incerteza’, convidando pesquisadoras e

pesquisadores a enfrentar criticamente os impactos da inovagéo tecnolégica, das novas
dindmicas sociais e das incertezas globais sobre as instituicdes juridicas e os direitos
fundamentais.

Nesta segunda edicdo, 0os niUmeros evidenciam a forca do projeto académico: 408 trabalhos
submetidos, com a participacdo de 551 pesquisadoras e pesquisadores, provenientes de 21
Estados da Federacdo, culminando na organizacdo de 31 e-books, que ora se apresentam a
comunidade cientifica. Essa coleténea traduz, em linguagem académica e compromisso
publico, a vitalidade de uma pesquisa juridica que ndo se limita a descrever problemas, mas
busca compreendé-los, explicar suas causas e projetar solucdes coerentes com a Constituigao,
com os direitos humanos e com os desafios contemporaneos.

A publicagdo dos 31 e-books materializa um processo coletivo que articula pluralidade
temética, densidade tedrica e seriedade cientifica. Os textos que compdem a coletanea
passaram por avaliacdo académica orientada por critérios de qualidade e imparcialidade, com
destaque para o método double blind peer review, que viabiliza a andlise inominada dos
trabalhos e exige o exame por, no minimo, dois avaliadores, reduzindo subjetividades e
preferéncias ideol bgicas. Essa opcdo metodol 6gica €, ab mesmo tempo, um gesto de respeito
aciéncia e uma afirmagdo de que a pesquisa juridica deve ser construida com transparéncia,
responsabilidade e abertura ao escrutinio critico.

O Il ENDIF também se insere em uma trgjetoria institucional ja consolidada: a primeira
edicéo, realizada em junho de 2024, reuniu centenas de pesquisadoras e pesquisadores e
resultou na publicagdo de uma coletanea expressiva, demonstrando que o Encontro se
consolidou, desde o inicio, como um dos maiores eventos cientificos juridicos do pais. A



continuidade do projeto, agora ampliada em escopo e capilaridade, reafirma a importancia de
se fortalecer ambientes académicos capazes de integrar graduacdo e pos-graduacdo, formar
novas geracdes de pesquisadoras e pesquisadores e promover uma cultura juridica
comprometida com arealidade social.

A programacédo cientifica do evento, organizada em painéis tematicos pela manha e Grupos
de Trabalho no periodo da tarde, foi concebida para equilibrar reflexdo tedrica, debate
publico e socializagdo de pesquisas. Nos painéis, temas como inteligéncia artificial e direitos
fundamentais, protecdo ambiental no sistema interamericano, protecdo de dados e heranca
digital foram tratados por especialistas convidados, em debates que ampliam repertérios e
conectam a producéo académica aos dilemas concretos vividos pela sociedade.

A programacdo cientifica do Il ENDIF foi estruturada em dois dias, 09 e 10 de outubro de
2025, combinando, no periodo da manhd, painéis tematicos com exposicdes de especialistas
e debates, e, no periodo da tarde, sessdes dos Grupos de Trabalho. No dia 09/10 (quinta-
feira), apds a abertura, as 09h, realizou-se o Painel |, dedicado aos desafios da atuacéo

processual diante da inteligéncia artificial (“Inteligencia artificial y desafios de derechos
fundamentales en el marco de la actuacion procesal”), com exposicado de Andrea Alarcédn

Pefia (Coldmbia) e debate conduzido por Caio Augusto Souza Lara. Em seguida, as 11h,

ocorreu o Painel 11, voltado a protecdo ambiental no Sistema Interamericano, abordando a
evolucdo da OC-23 ap novo marco da OC-32, com participacéo de Soledad Garcia Munoz
(Espanha) e Valter Moura do Carmo como palestrantes, sob coordenacdo de Ricardo

Stanziola Vieira. No periodo da tarde, das 14h as 17h, desenvolveram-se as atividades dos
Grupos de Trabalho, em ambiente virtual, com apresentacdo e discussdo das pesquisas

aprovadas.

No dia 10/10 (sexta-feira), a programacéo manteve a organizacdo: as 09h, foi realizado o
Paingl 111, sobre LGPD e aimportancia da protecdo de dados na sociedade de vigilancia, com
exposicdes de Lais Furuya e Jilia Mesquita e debate conduzido por Yuri Nathan da Costa
Lannes; as 11h, ocorreu o Painel 1V, dedicado ao tema da heranca digital e a figura do
inventariante digital, com apresentacdo de Felipe Assis Nakamoto e debate sob

responsabilidade de Tais Mallmann Ramos. Encerrando o evento, novamente no turno da
tarde, das 14h as 17h, seguiram-se as sessdes dos Grupos de Trabalho on-line, consolidando
0 espaco de socializacdo, critica académica e amadurecimento das investigaces apresentadas.

Ao tornar publicos estes 31 e-books, o Il ENDIF reafirma uma convicgéo essencial: ndo ha
futuro democrético para o Direito sem pesguisa cientifica, sem debate qualificado e sem
compromisso com a verdade metodoldgica. Em tempos de incerteza — tecnolgica, social,



ambiental e institucional —, a pesquisa juridica cumpre um papel civilizatorio: ilumina
problemas invisibilizados, gquestiona estruturas naturalizadas, qualifica politicas publicas,
tensiona 0 poder com argumentos e of erece horizontes normativos mais justos.

Registramos, por fim, nosso reconhecimento a todas e todos que tornaram possivel esta obra
coletiva— autores, avaliadores, coordenadores de Grupos de Trabalho, debatedores e equipe
organizadora—, bem como as instituicoes e redes académicas que fortalecem o ecossistema
da pesquisa em Direito. Que a leitura desta coletanea seja, a0 mesmo tempo, um encontro
com o que ha de mais vivo na producdo cientifica contemporénea e um convite a seguir
construindo, com coragem intelectual e responsabilidade publica, um Direito a altura do
NOSso tempo.

Belo Horizonte-M G, 16 de dezembro de 2025.

Prof. Dr. Paulo Umberto Stumpf — Reitor do Centro Universitario Dom Helder

Prof. Dr. Franclim Jorge Sobral de Brito — Vice-Reitor e Pro-Reitor de Graduacdo do Centro
Universitario Dom Helder

Prof. Dr. Caio Augusto Souza Lara — Pré-Reitor de Pesguisa do Centro Universitario Dom
Helder



ARMASLETAISAUTONOMAS: A BANALIDADE DO MAL NA AUTOMACAO DA
GUERRA

LETHAL AUTONOMOUSWEAPONS: BANALITY OF EVIL INTHE
AUTOMATION OF WAR

LuccaMoro Costa 1
Laura Tomie Gnoatto Tresohlavy 2

Resumo

O avanco das Armas Letais Autbnomas (LAWS, na sigla em inglés), especialmente os
sistemas Human-out-of-the-Loop (HOL ), desafia o Direito Internacional Humanitario (DIH)
e a protecdo dos direitos humanos, ao eliminar o controle humano significativo sobre
decisOes letais. Esses sistemas automatizados caracterizados pela opacidade algoritmica,
diluem a responsabilidade moral e juridica, e ameacam principios fundamentais do DIH
como distingdo, proporcionalidade e necessidade militar. A andlise fundamenta-se na
banalidade do mal de Hannah Arendt, evidenciando os riscos de uma guerra desumanizada e
a urgente necessidade de marcos regulatérios que preservem o controle humano para garantir
adignidade e protecéo juridica na guerra.

Palavr as-chave: Armas letais autbnomas, Banalidade do mal, Direito internacional
humanitério, Guerra, Direitos humanos

Abstract/Resumen/Résumé

The advancement of Lethal Autonomous Weapons Systems (LAWS), especially Human-out-
of-the-Loop (HOL) systems, challenges International Humanitarian Law and human rights
protections by removing meaningful human control over lethal decisions. These automated
systems, characterized by its algorithmic opacity, dilute moral and legal responsibility, and
threaten fundamental principles of International Humanitarian Law like distinction,
proportionality, and military necessity. The analysis, based on Hannah Arendt’s concept of
the banality of evil, highlights the risks of dehumanized warfare and the urgent need for
regulatory frameworks that preserve human control to ensure dignity and legal protection in
war.

K eywor ds/Palabr as-claves/M ots-clés. Lethal autonomous weapons, Banality of evil,
International humanitarian law, War, Human rights
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INTRODUCAO

O avanco acelerado das tecnologias bélicas nos ultimos anos, em especial o
desenvolvimento das armas letais autonomas (LAWS, na sigla em inglés), representa um dos
desafios mais complexos para o Direito Internacional Humanitario (DIH) e para a prote¢ao dos
direitos humanos em conflitos armados. Essas novas tecnologias, caracterizadas pela
incorporagdo intensa de inteligéncia artificial (IA) e automacdo, tém o potencial de alterar
significativamente a conducdo da guerra, impactando desde o processo decisorio letal até a
responsabilizacao juridica por violagdes de direitos humanos.

Particularmente preocupantes sdo os sistemas classificados como Human-out-of-the-
Loop (HOL): dispositivos capazes de identificar, selecionar e atacar alvos sem qualquer
supervisao ou interven¢do humana direta durante a operacao. A exclusao do elemento humano
no ciclo decisério ndo apenas aumenta a eficiéncia operacional, mas também delega o fardo
moral da guerra a mecanismos algoritmicos, provocando a dilui¢do da responsabilidade
individual e institucional. Essa transformagao implica um esvaziamento dos tradicionais limites
éticos e juridicos a conduta em guerra, ameagando os fundamentos da dignidade humana.

Este trabalho fundamenta-se na hipotese de que a remog¢dao do controle humano
significativo em decisdes letais promove uma opacidade algoritmica e rompe a cadeia
tradicional de comando, suscitando riscos graves a salvaguarda dos direitos humanos. A analise
sera conduzida a partir do conceito da “banalidade do mal” de Hannah Arendt, que alerta para
o perigo da violéncia despersonalizada em contextos burocraticos, potencializado pela
neutralidade técnica dos sistemas autdbnomos.

A metodologia adotada ¢ qualitativa, utilizando o método hipotético-dedutivo e
técnicas de pesquisa bibliografica e documental, com vistas a: (i) a conceituar os sistemas
Human-out-of-the-Loop. (HOL) (ii) expor o debate contemporaneo sobre o controle humano
significativo em sistemas letais; e (iii) relacionar a desumanizagdo da guerra com o conceito de
“banalidade do mal” trazido por Hannah Arendt.

O didlogo ¢ construido a luz de autores e instituicdes como o Comité Internacional da
Cruz Vermelha (2025), Garcia (2019), Horowitz e Scharre (2015), Scharre (2018), Swinarski
(2019), além da Human Rights Watch (2014, 2025).

DESENVOLVIMENTO DA PESQUISA

A tecnologia bélica sofreu uma transformacdo paradigmatica nas Ultimas décadas,
impulsionada pela rapida evolucdo da inteligéncia artificial e da automacao. A histéria das
armas autdbnomas iniciou-se com sistemas mecanicos simples, como as minas terrestres € navais

que operam de modo indiscriminado e automatico. Contudo, o progresso tecnoldgico
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incorporou gradualmente algoritmos sofisticados capazes de interpretar o ambiente, adaptar-se
a contextos dindmicos e executar agdes com minima interven¢ao humana.

Hoje, as armas letais autdbnomas (LAWS) sdo definidas como sistemas que realizam
integralmente o ciclo de engajamento letal — desde a detec¢do e selecdo do alvo até o ataque
— sem a necessidade de intervencdo humana direta no momento da decisdo. Esse avango
tecnologico ¢ motivado pela busca por maior rapidez, precisdo e eficiéncia operacional,
buscando superar as limitagdes inerentes ao operador humano, que pode sofrer de lentidao,
fadiga e exposicao a riscos nos modernos campos de batalha (Horowitz; Scharre, 2015; Garcia,
2019; Teixeira, 2021).

A implementacao da IA em sistemas bélicos modernos permite uma capacidade inédita
de analise em tempo real, reconhecimento de padrdoes complexos e tomada de decisdo tactico-
operacional rapida, capacidade essencial para a guerra contemporanea. Essa transformacao
altera profundamente a natureza da guerra, deslocando decisdes usualmente exclusivas a
humanos para maquinas, provocando debates filos6ficos, éticos, juridicos e estratégicos sobre
a delegacdo da autonomia letal (Horowitz; Scharre, 2015).

Tal ¢ a magnitude da automagdo no ambito da guerra, que a literatura e os estudos
internacionais convergem para trés categorias principais de armas utilizadoras de sistemas
autdbnomos, que serdo abordados abaixo.

Human-in-the-Loop (HITL), ¢ o sistema no qual o operador humano detém o controle
decisorio final e autoriza pessoalmente o uso da forga letal. O sistema pode auxiliar no
reconhecimento e preparacdo do engajamento, mas a acao letal so ¢ executada mediante aval
humano explicito. Essa configuragdo mantém a responsabilidade moral e legal clara, sendo a
mais alinhada aos principios humanitérios vigentes (Horowitz; Scharre, 2015).

Human-on-the-Loop (HOTL), por sua vez, possui autonomia para agir, realizando
operacgoes letalmente autdnomas, porém sob supervisdo humana indireta ou remota, que pode
intervir para suspender ou alterar o comportamento do sistema se necessario. Essa configuragao
implica delegacdo parcial do controle humano, suscitando discussdes sobre a suficiéncia da
supervisao frente as decisdes velozes e complexas.

Human-out-of-the-Loop (HOL), sistema que age de forma completamente
independente, sem qualquer controle ou intervengdo humana durante o engajamento letal. Essa
auséncia total do agente humano no ciclo decisorio provoca fortes questionamentos éticos e
juridicos, especialmente em relagdo a responsabilidade e aos riscos para os direitos humanos
em conflitos armados.

Cada modelo implica niveis distintos de controle, risco e responsabilidade, sendo o

ultimo o que acarreta maiores desafios para os marcos legais e éticos internacionais, ante a
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completa independéncia que este sistema bélico possui com relagdo ao controle e intervengao
humana, muitas vezes por meio do emprego de inteligéncia artificial.

A TA ¢ o pilar técnico que assegura a autonomia dos modernos sistemas armados,
especialmente nos sistemas Human-out-of-the-loop (HOL). Os algoritmos de aprendizado de
maquina, analise preditiva e reconhecimento de imagens conferem aos sistemas a capacidade
de tomar decisdes rapidas e precisas em ambientes complexos e dindmicos. A IA permite que
o sistema avalie dados em tempo real, identificando ameacas e adaptando suas agdes sem a
interven¢do humana (Paolo Benanti, Milano, Mondadori, 2022).

Tal capacidade estratégica ¢ expressiva, pois possibilita reacdes imediatas a ataques
surpresa e maior efetividade na neutralizagdo de alvos. No entanto, essa automagao nao se limita
a execucao mecanica de ordens, mas envolve niveis sofisticados de analise ¢ decisao tatica,
reduzindo a presenca do operador humano no ciclo decisorio (Garcia, 2019).

Essa autonomia aumenta a opacidade do processo decisério algoritmico, criando um
“vacuo” de responsabilidade humana, dificultando a fiscaliza¢dao e a imputagdo de culpa em
casos de violacdes de normas legais e éticas, como danos colaterais ilegitimos. A
predominancia da automacdo pode levar a um fendmeno de desresponsabilizacdo humana,
ameacando a governanga normativa sobre o uso da forga e a protecao dos direitos humanos em
conflitos armados.

O Direito Internacional Humanitario (DIH) representa o conjunto de normas juridicas
que regulam a condugdo da guerra com o objetivo central de limitar os efeitos do conflito
armado sobre pessoas e bens, especialmente protegendo aqueles que ndo participam
diretamente das hostilidades, como civis, feridos e prisioneiros. Os principios fundamentais que
norteiam o DIH s3o a distingdo, a proporcionalidade e a necessidade militar (Comité
Internacional da Cruz Vermelha).

O principio da distingdo impde a obrigagdo de separar alvos militares de civis e bens
civis, proibindo ataques indiscriminados que possam causar danos a civis de forma
desproporcional ou injustificada. J& o principio da proporcionalidade objetiva evitar ataques
que possam causar danos colaterais excessivos em relagdo a vantagem militar que se espera.
Por sua vez, a necessidade militar limita o uso da forca aquilo estritamente necessario para o
alcance dos objetivos legitimos de uma operagdo. Esses principios sdo essenciais para garantir
que o uso da forca seja controlado e que a dignidade humana seja respeitada mesmo em meio a
violéncia.

Todavia, tais principios foram concebidos e formulados tendo como pressuposto
basico o controle humano sobre as decisdes bélicas, seja no planejamento, seja na execucao das

acoes militares. A ascensdo dos sistemas autonomos, especialmente os classificados como
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Human-out-of-the-Loop (HOL), coloca em xeque essa premissa, considerando que decisdes
letais podem ser tomadas por algoritmos sem intervencao direta. Isso levanta questdes sobre a
aplicabilidade e eficacia desses principios fundamentais diante da crescente autonomia das
maquinas na guerra.

Além disso, um dos maiores desafios impostos por sistemas autébnomos
completamente independentes ¢ a lacuna de responsabilizagdo juridica. A responsabilizacdo
penal e civil tradicional no DIH depende da identificacdo clara do agente humano responsavel
pelo comando e execugdo da agdo que causou uma violagao de normas. Quando as decisdes sao
tomadas por algoritmos operando de forma autonoma, torna-se dificil determinar a quem
imputar a responsabilidade.

Esse vacuo de responsabilidade compromete a aplicacao efetiva do DIH e do Direito
Internacional dos Direitos Humanos (DIDH), pois pode impedir a puni¢do de violacdes ou,
pior, favorecer a impunidade. Além disso, a auséncia de supervisdo humana direta pode
fragmentar a cadeia de comando e responsabilidade, fazendo com que agentes estatais, militares
ou operadores escapem de suas obrigacdes de respeitar e garantir os direitos humanos. Para
Scharre:

O risco de longo prazo mais contundente seria, no limite, a perda do controle
humano sobre o uso da for¢a. Ainda que robds fossem mais “precisos” e pudessem
por essa razao salvar vidas de ndo combatentes, delegar, transferir ou terceirizar as
maquinas, o fardo moral da guerra implicaria grave renUncia, tornando-a
“fundamentalmente desumana” (SCHARRE, 2018, p. 285)

O problema ¢ agravado pela opacidade algoritmica — a complexidade dos sistemas de
IA dificulta a compreensao exata das decisoes tomadas pelas maquinas, tornando ardua a tarefa
de auditoria e fiscalizacdo das agdes, essenciais para a atribui¢do de culpa e reparacdo por danos
(Horowitz; Scharre, 2015).

Diante desses desafios, o conceito de controle humano significativo emerge como uma
resposta normativa e ética vital na literatura e no Direito Internacional contemporaneo.
Defendido por estudiosos como Michael Horowitz e Paul Scharre, o conceito ressalta que o
controle humano sobre sistemas letais deve ser algo além de mero formalismo, implicando
supervisdo efetiva, capacidade real de intervencdo e possibilidade de reversdo da decisdo
letal. Este controle humano significativo envolve obrigacdo de que o operador possa
compreender e julgar as decisdes tomadas, de modo a garantir conformidade com os principios
do DIH, ética e direitos humanos. A perda desse controle configura risco direto a salvaguarda
dos direitos humanos e ao fortalecimento de uma ordem normativa internacional em que se

preserva o minimo de humanidade na condugao dos conflitos.
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Entretanto, a transicdo do controle decisorio letal do ser humano para maquinas
autonomas levanta um problema fundamental também no campo da ética: a questdo da agéncia
moral. Méquinas e algoritmos, apesar da sofisticacdo técnica, ndo possuem consciéncia,
subjetividade ou capacidade de julgamento ético, diferentemente do agente humano que, ao
decidir sobre o uso da for¢a, assume uma responsabilidade moral.

Assim, a decisdo algoritmica carece da capacidade de avaliagdo moral inerente a
decisdo humana, tornando problematica a delegagdo do fardo ético da guerra para entidades
desprovidas de agéncia normativa moral. Essa auséncia da agéncia moral coloca em risco os
principios basicos que orientam o Direito Internacional Humanitéario e a protecao dos direitos
humanos, pois o julgamento e a reflexdo critica, elementos essenciais para a limitacao da
violéncia, ficam completamente deslocados.

Sem a presenca do agente humano no ciclo decisorio, ocorre uma dilui¢do da culpa e
um deslocamento da responsabilidade moral, configurando um cenario similar ao conceito da
“banalidade do mal”, inicialmente proposto por Hannah Arendt em contextos burocraticos, mas
agora adaptado a dimensao tecnologica e algoritmica. Esse fenomeno implica a transformacao
da guerra em um ato rotineiro, impessoal e técnico, no qual a violéncia extrema pode ser
normalizada e dissociada do juizo moral e da responsabilizacao individual militar e politica. A
tecnocracia das armas auténomas propicia que as decisdes letais sejam vistas como meros
processos funcionais, o que compromete a ética e a humanidade na conducao dos conflitos.

Hannah Arendt enfatiza que o exercicio da reflexdo moral e do juizo critico sdo
essenciais para evitar que o mal se torne banal e seja reproduzido mecanicamente. Afinal, é por
meio do ato de exercicio da reflexdo moral e critica que a banalidade do mal pode ser evitada.
A automagdo da guerra, ao eliminar esses elementos humanos da tomada de decisdo,
transferindo-os para sistemas técnicos que ndo podem avalid-los eticamente, tende a agravar a
banalidade do mal no contexto bélico. Tal processo implica que as acdes se tornam desprovidas
de escrutinio moral, aumentando o risco de praticas bélicas desumanizadas.

A teoria da banalidade do mal (Arendt, 1963), revisitada para a nossa
contemporaneidade tecnologica, destaca como a automacao da guerra intensifica a desconexao
entre pensamento e acdo. A neutralidade técnica dos sistemas substitui o agente moral,
ampliando a opacidade e dificultando a responsabilizagdo moral e juridica. A auséncia da
reflexdo critica, tipica do decisor humano, torna as acdes bélicas ainda mais impessoais,
induzindo uma indiferenca ética que favorece a repeticdo mecanica do mal, concretizando a
potencialidade de maior perigo aos sujeitos destinatarios do Direito Internacional

Humanitario.
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CONCLUSAO

Assim, a transferéncia do controle letal para maquinas ameaga degradar a condi¢ao
humana na guerra, promovendo uma pratica bélica que, ao ser alijada do carater reflexivo da
acdo humana, reforca tanto a desumanizagao dos conflitos como a normaliza¢do da violéncia
extrema.

A andlise realizada evidencia que o rapido desenvolvimento e a incorporagdo das
armas letais autdnomas desafiam frontalmente os principios € mecanismos regulatorios do
Direito Internacional Humanitario e dos Direitos Humanos. A categoria Human-out-of-the-
Loop (HOL), pela qual o controle humano significativo ¢ eliminado do processo decisorio letal,
representa uma substancial alteragdo do paradigma da responsabiliza¢do juridica e da
sustentacdo ética da guerra.

A opacidade algoritmica e o esvaziamento do agente moral humano comprometem a
aplicacdo dos principios classicos do DIH — disting@o, proporcionalidade e necessidade — e
elevam consideravelmente o risco de agravamento humanitario dos conflitos armados. A luz
das contribui¢des filosoficas de Hannah Arendt — especificamente o conceito de banalidade
do mal — fica evidente que a guerra automatizada ameaca a base ética da dignidade humana.

Diante dessas evidéncias, torna-se imperativa a criagdo de marcos regulatorios
internacionais especificos, que estabelecam a manutencdo do controle humano efetivo nas
decisoes letais e reafirmem a responsabilidade humana como condigdo essencial para garantir
a prote¢do dos direitos humanos e os valores éticos, mesmo nos contextos extremos da guerra

moderna.
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