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Apresentacdo

O 1l Encontro Nacional de Direito do Futuro (I ENDIF), organizado pelo Centro

Universitario Dom Helder com apoio técnico do Conselho Nacional de Pesquisa e Pos-
graduagdo em Direito — CONPEDI, reafirma-se como um espaco qualificado de producéo,

didlogo e circulagdo do conhecimento juridico, reunindo a comunidade cientifica em torno de
um propdsito comum: pensar, com rigor metodol 6gico e sensibilidade social, os caminhos do
Direito diante das transformagfes que marcam o nosso tempo. Realizado nos dias 09 e 10 de
outubro de 2025, em formato integralmente on-line, 0 evento assumiu como tema geral

“Justica social e tecnolégica em tempos de incerteza’, convidando pesquisadoras e

pesquisadores a enfrentar criticamente os impactos da inovagéo tecnolégica, das novas
dindmicas sociais e das incertezas globais sobre as instituicdes juridicas e os direitos
fundamentais.

Nesta segunda edicdo, 0os niUmeros evidenciam a forca do projeto académico: 408 trabalhos
submetidos, com a participacdo de 551 pesquisadoras e pesquisadores, provenientes de 21
Estados da Federacdo, culminando na organizacdo de 31 e-books, que ora se apresentam a
comunidade cientifica. Essa coleténea traduz, em linguagem académica e compromisso
publico, a vitalidade de uma pesquisa juridica que ndo se limita a descrever problemas, mas
busca compreendé-los, explicar suas causas e projetar solucdes coerentes com a Constituigao,
com os direitos humanos e com os desafios contemporaneos.

A publicagdo dos 31 e-books materializa um processo coletivo que articula pluralidade
temética, densidade tedrica e seriedade cientifica. Os textos que compdem a coletanea
passaram por avaliacdo académica orientada por critérios de qualidade e imparcialidade, com
destaque para o método double blind peer review, que viabiliza a andlise inominada dos
trabalhos e exige o exame por, no minimo, dois avaliadores, reduzindo subjetividades e
preferéncias ideol bgicas. Essa opcdo metodol 6gica €, ab mesmo tempo, um gesto de respeito
aciéncia e uma afirmagdo de que a pesquisa juridica deve ser construida com transparéncia,
responsabilidade e abertura ao escrutinio critico.

O Il ENDIF também se insere em uma trgjetoria institucional ja consolidada: a primeira
edicéo, realizada em junho de 2024, reuniu centenas de pesquisadoras e pesquisadores e
resultou na publicagdo de uma coletanea expressiva, demonstrando que o Encontro se
consolidou, desde o inicio, como um dos maiores eventos cientificos juridicos do pais. A



continuidade do projeto, agora ampliada em escopo e capilaridade, reafirma a importancia de
se fortalecer ambientes académicos capazes de integrar graduacdo e pos-graduacdo, formar
novas geracdes de pesquisadoras e pesquisadores e promover uma cultura juridica
comprometida com arealidade social.

A programacédo cientifica do evento, organizada em painéis tematicos pela manha e Grupos
de Trabalho no periodo da tarde, foi concebida para equilibrar reflexdo tedrica, debate
publico e socializagdo de pesquisas. Nos painéis, temas como inteligéncia artificial e direitos
fundamentais, protecdo ambiental no sistema interamericano, protecdo de dados e heranca
digital foram tratados por especialistas convidados, em debates que ampliam repertérios e
conectam a producéo académica aos dilemas concretos vividos pela sociedade.

A programacdo cientifica do Il ENDIF foi estruturada em dois dias, 09 e 10 de outubro de
2025, combinando, no periodo da manhd, painéis tematicos com exposicdes de especialistas
e debates, e, no periodo da tarde, sessdes dos Grupos de Trabalho. No dia 09/10 (quinta-
feira), apds a abertura, as 09h, realizou-se o Painel |, dedicado aos desafios da atuacéo

processual diante da inteligéncia artificial (“Inteligencia artificial y desafios de derechos
fundamentales en el marco de la actuacion procesal”), com exposicado de Andrea Alarcédn

Pefia (Coldmbia) e debate conduzido por Caio Augusto Souza Lara. Em seguida, as 11h,

ocorreu o Painel 11, voltado a protecdo ambiental no Sistema Interamericano, abordando a
evolucdo da OC-23 ap novo marco da OC-32, com participacéo de Soledad Garcia Munoz
(Espanha) e Valter Moura do Carmo como palestrantes, sob coordenacdo de Ricardo

Stanziola Vieira. No periodo da tarde, das 14h as 17h, desenvolveram-se as atividades dos
Grupos de Trabalho, em ambiente virtual, com apresentacdo e discussdo das pesquisas

aprovadas.

No dia 10/10 (sexta-feira), a programacéo manteve a organizacdo: as 09h, foi realizado o
Paingl 111, sobre LGPD e aimportancia da protecdo de dados na sociedade de vigilancia, com
exposicdes de Lais Furuya e Jilia Mesquita e debate conduzido por Yuri Nathan da Costa
Lannes; as 11h, ocorreu o Painel 1V, dedicado ao tema da heranca digital e a figura do
inventariante digital, com apresentacdo de Felipe Assis Nakamoto e debate sob

responsabilidade de Tais Mallmann Ramos. Encerrando o evento, novamente no turno da
tarde, das 14h as 17h, seguiram-se as sessdes dos Grupos de Trabalho on-line, consolidando
0 espaco de socializacdo, critica académica e amadurecimento das investigaces apresentadas.

Ao tornar publicos estes 31 e-books, o Il ENDIF reafirma uma convicgéo essencial: ndo ha
futuro democrético para o Direito sem pesguisa cientifica, sem debate qualificado e sem
compromisso com a verdade metodoldgica. Em tempos de incerteza — tecnolgica, social,



ambiental e institucional —, a pesquisa juridica cumpre um papel civilizatorio: ilumina
problemas invisibilizados, gquestiona estruturas naturalizadas, qualifica politicas publicas,
tensiona 0 poder com argumentos e of erece horizontes normativos mais justos.

Registramos, por fim, nosso reconhecimento a todas e todos que tornaram possivel esta obra
coletiva— autores, avaliadores, coordenadores de Grupos de Trabalho, debatedores e equipe
organizadora—, bem como as instituicoes e redes académicas que fortalecem o ecossistema
da pesquisa em Direito. Que a leitura desta coletanea seja, a0 mesmo tempo, um encontro
com o que ha de mais vivo na producdo cientifica contemporénea e um convite a seguir
construindo, com coragem intelectual e responsabilidade publica, um Direito a altura do
NOSso tempo.

Belo Horizonte-M G, 16 de dezembro de 2025.

Prof. Dr. Paulo Umberto Stumpf — Reitor do Centro Universitario Dom Helder

Prof. Dr. Franclim Jorge Sobral de Brito — Vice-Reitor e Pro-Reitor de Graduacdo do Centro
Universitario Dom Helder

Prof. Dr. Caio Augusto Souza Lara — Pré-Reitor de Pesguisa do Centro Universitario Dom
Helder



FAKE NEWSE DEMOCRACIA DIGITAL: O DESAFIO DA REGULACAO DE
ALGORITMOSNASELEICOESBRASILEIRAS

FAKE NEWSAND DIGITAL DEMOCRACY: THE CHALLENGE OF
REGULATING ALGORITHMSIN THE BRAZILIAN ELECTIONS

Rodrigo Cesar Passos Aguiar
Daniel Martins De Araujo

Resumo

A proliferacdo de fake news em redes sociais, amplificada por algoritmos, ameaca a
democracia digital e aintegridade eleitoral brasileira. Este estudo analisa o risco agoritmico
e os desafios regulatérios, como o Dever de Cuidado (PL n° 2.630/2020 e DSA). Conclui-se
gue a protecdo democratica exige o equilibrio entre liberdade de expresséo e regulacdo da
desinformacéo, complementada por educacdo midiatica.

Palavras-chave: Algoritmos, Democracia digital, Desinformac&o, Regulacdo de plataformas,
Integridade eleitoral

Abstract/Resumen/Résumé

The proliferation of fake news on social media, amplified by agorithms, threatens digital
democracy and Brazilian electoral integrity. This study analyzes algorithmic risk and
regulatory challenges, such as the Duty of Care (Bill No. 2.630/2020 and DSA). It concludes
that democratic protection requires a balance between freedom of expression and the
regulation of disinformation, complemented by media literacy.

K eywor ds/Palabr as-claves/M ots-clés. Algorithms, Digital democracy, Disinformation,
Platform regulation, Electoral integrity
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1. Consideracoes Iniciais:

A democracia digital enfrenta o desafio da desinformagao, amplificada por algoritmos
em plataformas digitais, especialmente em elei¢des brasileiras. Esta pesquisa analisa a ameaca
algoritmica a integridade eleitoral e a viabilidade da regulacdo estatal para impor o Dever de
Cuidado (Due Diligence) as plataformas. Defende-se a regulacdo da arquitetura algoritmica,
focando na transparéncia e mitigagao de riscos sistémicos, com metodologia qualitativa baseada
em pesquisa bibliografica e documental (CRFB, PL n°® 2.630/2020, DSA/UE e relatorios do
TSE). O Contexto da Desinformag¢do na Era Digital A desinformagao, ou fake news, ¢ uma
ameacga global a democracia, amplificada em redes sociais e ciclos eleitorais brasileiros,
exacerbando a polarizagdo e a desconfianga nas institui¢oes.

A Influéncia dos Algoritmos na Disseminagdo da Desinformacao Algoritmos de
recomendacdo amplificam a desinformagdo ao priorizar conteudos de alto engajamento e
reagdes emocionais, criando um ciclo vicioso que favorece noticias sensacionalistas e a
formagao de "bolhas" informacionais. A Necessidade de Regulagao e o Conceito de Dever de
Cuidado A regulagdo das plataformas digitais e a imposi¢do do Dever de Cuidado (Due
Diligence) sdo imperativas. Este conceito exige que as plataformas mitiguem proativamente os
riscos sistémicos, como a desinformacdo, intervindo na arquitetura algoritmica. O Digital
Services Act (DSA) da Unido Europeia serve como modelo para equilibrar liberdade de
expressao e protecao democratica.

2. O Risco Algoritmico E A Fragilizacao Institucional

O uso estratégico de plataformas digitais em ciclos eleitorais transformou a
desinformac¢do em um risco sistémico a democracia brasileira, uma classificagdo que ecoa a
legislacao europeia (Digital Services Act - DSA). Este risco transcende o conteudo individual;
ele reside na arquitetura de negocios das plataformas. Ao priorizarem o engajamento maximo e
o tempo de permanéncia do usudrio, os algoritmos criam um incentivo perverso que
potencializa a circulag@o de contetidos apelativos a emogdes fortes. Esta dindmica, que engloba
tanto a misinformation (informacao falsa nao intencional) quanto a malinformation (informacao
verdadeira, mas usada para causar dano), tem um impacto direto e catastrofico, fragilizando as
instituicdes democraticas, erodindo a confianca nas urnas e legitimando a violéncia politica,
como evidenciado nos ataques pds-eleitorais no pais.

2.1. O Algoritmo De Recomendac¢io E A Segregacio Informacional

O algoritmo atua como um gatekeeper invisivel, definindo o que € visto € o que ¢

silenciado. Ao priorizar o conteido de maior interacao, ele favorece a viralizagao exponencial

de narrativas falsas, que sd3o comprovadamente mais rapidas e polarizadoras que as
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informacgdes baseadas em fatos. Essa dindmica gera duas consequéncias diretas para a
democracia: Essa dinamica gera duas consequéncias diretas para a democracia: o
comprometimento da soberania popular, onde a decisdo de voto ¢ tomada em um ambiente de
informacao distorcida e segregada, violando a premissa de um eleitor livre e plenamente
informado; e a erosdo da confianga, pela disseminacdo de teorias conspiratdrias e alegacdes
infundadas sobre fraudes eleitorais (como as evidenciadas em relatorios p6s-2018 e 2022 do
TSE), que mina a credibilidade das instituicdes estatais e eleitorais, atacando a propria
legitimidade do regime. O poder de curadoria das plataformas €, portanto, um poder politico
exercido privadamente, mas com consequéncias publicas catastréficas.
2.2. A Psicologia Da Desinformacao E O Papel Dos Algoritmos

A disseminacdo exponencial da desinformacdo ¢ facilitada por uma simbiose entre
vulnerabilidades psicoldgicas humanas e o design algoritmico. Contetido que explora emogdes
fortes, como indignacdo, medo ou tribalismo, gera maior engajamento e, consequentemente,
maior lucro para as plataformas. Os algoritmos de recomendagdo capitalizam sobre essa
dindmica, priorizando a retengdo e o tempo de tela do usuario, o que sistematicamente
impulsiona narrativas sensacionalistas e polarizadoras. Essa arquitetura cria camaras de eco e
bolhas informacionais, onde o individuo € constantemente exposto a visdes que confirmam seus
vieses (viés de confirmagdo), refor¢ando a polarizacdo social e minando a capacidade de
alcancar o consenso democratico necessario para a estabilidade institucional.
2.3. Impacto Da Desinformaciao Nas Elei¢oes Brasileiras

As eleicdes brasileiras de 2018 e 2022 funcionaram como estudos de caso cruciais,
expondo a capacidade de disseminacdo em massa de desinformacdo e malinformation.
Relatorios técnicos do TSE e de instituicdes de pesquisa documentaram o uso estratégico e
coordenado de plataformas para espalhar narrativas falsas, que frequentemente apelavam a
teorias conspiratorias sobre fraude eleitoral e fragilizavam a credibilidade das urnas e do proprio
Judicidrio. A sofisticacdo da manipulagdo digital, potencializada pelo crescente uso de
Inteligéncia Artificial (IA) para a criagdo de deepfakes e narrativas sintéticas, dificultou a
distingdo entre o real e o falso. O resultado mais grave foi a erosdo da confianca no sistema
eleitoral, culminando na legitimacdo de discursos e acdes antidemocraticas, como 0s ataques
de 8 de janeiro de 2023, demonstrando que o risco algoritmico afeta diretamente a estabilidade
institucional do pais.
3. Desafios Regulatorios: Do Tse Ao Dever De Cuidado

O combate a desinformacdo algoritmica exige que o Estado abandone a postura

meramente reativa e estabeleca uma intervengdo regulatdria proativa e multifacetada. Esta
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tarefa implica um dos maiores desafios da governancga digital: navegar pelo complexo equilibrio
entre a prote¢do de direitos fundamentais, notadamente a liberdade de expressdo e a imperativa
responsabilizacdo corporativa das plataformas. A questdo central ndo ¢ apenas como remover
contetdo nocivo, mas como reconfigurar a infraestrutura digital para mitigar o risco em sua
origem.

3.1. A Insuficiéncia Da Intervencao Judiciaria

A atuacdo do Tribunal Superior Eleitoral (TSE) no combate a desinformagao,
especialmente nas elei¢des de 2018 e 2022, tem sido essencial, caracterizada pela velocidade
na remogao de contetido, desmonetizagao e desativacao de contas inauténticas. No entanto, essa
intervencdo ¢ fundamentalmente reativa e, por sua natureza judicial, limita-se a punir ou
remover o conteudo apos a viralizagao. A jurisdi¢ao do TSE est4, por definicao, restrita a esfera
eleitoral e ndo possui o arcabougo legal para exigir a modifica¢do da arquitetura algoritmica
das plataformas. Portanto, embora necessaria para o controle de danos imediatos, a a¢do judicial
ndo alcanga a causa estrutural do problema, que ¢ o design do sistema de recomendacdo das
plataformas, nem o seu risco sistémico e transfronteirico.

3.2. O Debate Legislativo: P1 N° 2.630/2020 E A Licao Do Dsa

O debate regulatodrio brasileiro se concentra no Projeto de Lei n.° 2630/2020 ("PL das
Fake News"). O cerne desta proposta ¢ a imposi¢do do Dever de Cuidado (Due Diligence),
obrigando as plataformas a agirem preventivamente contra a desinformagdo sistémica, € nao
apenas corretivamente. Este conceito encontra seu modelo mais avangado no Digital Services
Act (DSA) da Unido Europeia.

O DSA classifica as grandes plataformas (VLOPs) como entidades de risco sistémico e
exige que elas: O DSA classifica as grandes plataformas (VLOPs) como entidades de risco
sistémico, exigindo avaliagdes anuais dos riscos algoritmicos para o discurso civico e a
seguranga publica, implementa¢do de medidas de mitigacdo transparentes e eficazes (sujeitas a
auditorias externas), e a oferta de mecanismos de opt-out para a filtragem algoritmica,
permitindo ao usuario acessar um feed ndo personalizado.

A resisténcia ao PL n°® 2.630/2020, frequentemente centrada na alegagdo de risco a
liberdade de expressdo, ignora o fato de que a regulagdo da infraestrutura (o algoritmo) ¢ uma
forma de proteger a pluralidade de vozes, controlando o amplificador e ndo a voz em si. O
modelo DSA oferece o caminho para essa responsabilidade.

3.3. Analise Comparativa: P12.630/2020 Vs. Dsa
O PL 2.630/2020 (Brasil) e o DSA (UE) buscam regular plataformas digitais contra a

desinformagdo. O DSA adota uma estrutura abrangente com obriga¢des proporcionais ao
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impacto das plataformas, exigindo avalia¢des de risco, auditorias e mitigacao para VLOPs e
VLOSEs.

O PL 2.630/2020 foca na desinformagdo eleitoral, propondo um 6rgdo autdbnomo e
deveres de transparéncia e moderagdo. Ambos transferem a responsabilidade da moderagao
para as plataformas, reconhecendo seu papel na opinidao publica.

3.4. A Importancia Da Transparéncia Algoritmica

A transparéncia algoritmica ¢é crucial para a regulagio eficaz das plataformas digitais. A
falta de compreensdo sobre o funcionamento dos algoritmos de recomendacdo impede a
avaliacdo e mitigagdo de riscos, dificultando a fiscalizacdo e a tomada de decisdes informadas
pelos usuarios. Tanto o PL 2.630/2020 quanto o DSA exigem que as plataformas fornegam
informacdes detalhadas sobre seus sistemas, permitam auditorias independentes e oferecam
controle aos usudrios sobre a personalizagdo de seus feeds, garantindo a responsabilizagdo e
protegendo o debate publico.

5. Conclusao

A ameaca da desinformagdo algoritmica ¢ um risco a estabilidade e a legitimidade da
democracia brasileira. O estudo demonstrou que a causa-raiz ndo ¢ apenas a mentira, mas o
incentivo econdmico e o design algoritmico que a potencializa.

A defesa da democracia digital exige um enfrentamento multifacetado e proativo, que
transcende a atuagdo corretiva do judiciario: A defesa da democracia digital exige um
enfrentamento multifacetado e proativo, que transcende a atuacdo corretiva do judiciario,
focando na regulacdo da arquitetura algoritmica através de um arcabougo legal (como o PL n°
2.630/2020) que estabeleca o Dever de Cuidado e a transparéncia dos sistemas de
recomendagao. Além disso, ¢ crucial fortalecer as politicas publicas de letramento midiatico e
digital, capacitando o cidaddo para o consumo critico da informag¢do, e garantir recursos e
coordenacdo internacional para que 6rgdos como o TSE possam exercer sua fiscalizagdo no
ecossistema global.

A protecdo da democracia depende de restaurar o equilibrio perdido entre o avango
tecnologico e o interesse publico, garantindo que o desenvolvimento da internet esteja alinhado
com os principios da confianga, pluralidade e soberania popular.

5.1. O Papel Da Educacao Midiatica Na Resiliéncia Democratica

A educacdo midiatica ¢ fundamental para construir resiliéncia democratica contra a
desinformacgdo, capacitando cidaddaos com pensamento critico e letramento digital para
identificar e resistir a narrativas falsas. Programas de educacao midiatica devem ser integrados

ao curriculo escolar e promovidos em campanhas publicas, ensinando a questionar
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fontes, verificar fatos e compreender a disseminacdo de contetido online, fortalecendo a
autodefesa social contra a manipulagao.
5.2. Perspectivas Futuras E A Governanca Da Internet

O desafio da desinformacao algoritmica € inerentemente dinamico e mutavel, exigindo
que as estratégias regulatorias e educacionais possuam capacidade continua de adaptacdo. A
rapida evolugcdo da Inteligéncia Artificial (IA) generativa, com a criagdo de deepfakes
ultrarrealistas e a automatiza¢do de campanhas de manipulagdo, eleva o risco sistémico a um
novo patamar de complexidade. Esse cendrio impde a necessidade de um modelo de governanga
flexivel e colaborativa (multi-stakeholder) da internet, que va além da intervengdo puramente
estatal. As solugdes futuras devem integrar a regulagdo com abordagens que transcendem a
esfera punitiva, incentivando ativamente o desenvolvimento de tecnologias que promovam a
veracidade, a auditabilidade e a pluralidade informacional, garantindo que o avango tecnologico

esteja a servico de um ambiente digital saudavel e, acima de tudo, democratico.
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