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I ENCONTRO NACIONAL DE DIREITO DO FUTURO - 11 ENDIF
DIREITOSHUMANOSE INTELIGENCIA ARTIFICIAL

Apresentacdo

O 1l Encontro Nacional de Direito do Futuro (I ENDIF), organizado pelo Centro

Universitario Dom Helder com apoio técnico do Conselho Nacional de Pesquisa e Pos-
graduagdo em Direito — CONPEDI, reafirma-se como um espaco qualificado de producéo,

didlogo e circulagdo do conhecimento juridico, reunindo a comunidade cientifica em torno de
um propdsito comum: pensar, com rigor metodol 6gico e sensibilidade social, os caminhos do
Direito diante das transformagfes que marcam o nosso tempo. Realizado nos dias 09 e 10 de
outubro de 2025, em formato integralmente on-line, 0 evento assumiu como tema geral

“Justica social e tecnolégica em tempos de incerteza’, convidando pesquisadoras e

pesquisadores a enfrentar criticamente os impactos da inovagéo tecnolégica, das novas
dindmicas sociais e das incertezas globais sobre as instituicdes juridicas e os direitos
fundamentais.

Nesta segunda edicdo, 0os niUmeros evidenciam a forca do projeto académico: 408 trabalhos
submetidos, com a participacdo de 551 pesquisadoras e pesquisadores, provenientes de 21
Estados da Federacdo, culminando na organizacdo de 31 e-books, que ora se apresentam a
comunidade cientifica. Essa coleténea traduz, em linguagem académica e compromisso
publico, a vitalidade de uma pesquisa juridica que ndo se limita a descrever problemas, mas
busca compreendé-los, explicar suas causas e projetar solucdes coerentes com a Constituigao,
com os direitos humanos e com os desafios contemporaneos.

A publicagdo dos 31 e-books materializa um processo coletivo que articula pluralidade
temética, densidade tedrica e seriedade cientifica. Os textos que compdem a coletanea
passaram por avaliacdo académica orientada por critérios de qualidade e imparcialidade, com
destaque para o método double blind peer review, que viabiliza a andlise inominada dos
trabalhos e exige o exame por, no minimo, dois avaliadores, reduzindo subjetividades e
preferéncias ideol bgicas. Essa opcdo metodol 6gica €, ab mesmo tempo, um gesto de respeito
aciéncia e uma afirmagdo de que a pesquisa juridica deve ser construida com transparéncia,
responsabilidade e abertura ao escrutinio critico.

O Il ENDIF também se insere em uma trgjetoria institucional ja consolidada: a primeira
edicéo, realizada em junho de 2024, reuniu centenas de pesquisadoras e pesquisadores e
resultou na publicagdo de uma coletanea expressiva, demonstrando que o Encontro se
consolidou, desde o inicio, como um dos maiores eventos cientificos juridicos do pais. A



continuidade do projeto, agora ampliada em escopo e capilaridade, reafirma a importancia de
se fortalecer ambientes académicos capazes de integrar graduacdo e pos-graduacdo, formar
novas geracdes de pesquisadoras e pesquisadores e promover uma cultura juridica
comprometida com arealidade social.

A programacédo cientifica do evento, organizada em painéis tematicos pela manha e Grupos
de Trabalho no periodo da tarde, foi concebida para equilibrar reflexdo tedrica, debate
publico e socializagdo de pesquisas. Nos painéis, temas como inteligéncia artificial e direitos
fundamentais, protecdo ambiental no sistema interamericano, protecdo de dados e heranca
digital foram tratados por especialistas convidados, em debates que ampliam repertérios e
conectam a producéo académica aos dilemas concretos vividos pela sociedade.

A programacdo cientifica do Il ENDIF foi estruturada em dois dias, 09 e 10 de outubro de
2025, combinando, no periodo da manhd, painéis tematicos com exposicdes de especialistas
e debates, e, no periodo da tarde, sessdes dos Grupos de Trabalho. No dia 09/10 (quinta-
feira), apds a abertura, as 09h, realizou-se o Painel |, dedicado aos desafios da atuacéo

processual diante da inteligéncia artificial (“Inteligencia artificial y desafios de derechos
fundamentales en el marco de la actuacion procesal”), com exposicado de Andrea Alarcédn

Pefia (Coldmbia) e debate conduzido por Caio Augusto Souza Lara. Em seguida, as 11h,

ocorreu o Painel 11, voltado a protecdo ambiental no Sistema Interamericano, abordando a
evolucdo da OC-23 ap novo marco da OC-32, com participacéo de Soledad Garcia Munoz
(Espanha) e Valter Moura do Carmo como palestrantes, sob coordenacdo de Ricardo

Stanziola Vieira. No periodo da tarde, das 14h as 17h, desenvolveram-se as atividades dos
Grupos de Trabalho, em ambiente virtual, com apresentacdo e discussdo das pesquisas

aprovadas.

No dia 10/10 (sexta-feira), a programacéo manteve a organizacdo: as 09h, foi realizado o
Paingl 111, sobre LGPD e aimportancia da protecdo de dados na sociedade de vigilancia, com
exposicdes de Lais Furuya e Jilia Mesquita e debate conduzido por Yuri Nathan da Costa
Lannes; as 11h, ocorreu o Painel 1V, dedicado ao tema da heranca digital e a figura do
inventariante digital, com apresentacdo de Felipe Assis Nakamoto e debate sob

responsabilidade de Tais Mallmann Ramos. Encerrando o evento, novamente no turno da
tarde, das 14h as 17h, seguiram-se as sessdes dos Grupos de Trabalho on-line, consolidando
0 espaco de socializacdo, critica académica e amadurecimento das investigaces apresentadas.

Ao tornar publicos estes 31 e-books, o Il ENDIF reafirma uma convicgéo essencial: ndo ha
futuro democrético para o Direito sem pesguisa cientifica, sem debate qualificado e sem
compromisso com a verdade metodoldgica. Em tempos de incerteza — tecnolgica, social,



ambiental e institucional —, a pesquisa juridica cumpre um papel civilizatorio: ilumina
problemas invisibilizados, gquestiona estruturas naturalizadas, qualifica politicas publicas,
tensiona 0 poder com argumentos e of erece horizontes normativos mais justos.

Registramos, por fim, nosso reconhecimento a todas e todos que tornaram possivel esta obra
coletiva— autores, avaliadores, coordenadores de Grupos de Trabalho, debatedores e equipe
organizadora—, bem como as instituicoes e redes académicas que fortalecem o ecossistema
da pesquisa em Direito. Que a leitura desta coletanea seja, a0 mesmo tempo, um encontro
com o que ha de mais vivo na producdo cientifica contemporénea e um convite a seguir
construindo, com coragem intelectual e responsabilidade publica, um Direito a altura do
NOSso tempo.

Belo Horizonte-M G, 16 de dezembro de 2025.

Prof. Dr. Paulo Umberto Stumpf — Reitor do Centro Universitario Dom Helder

Prof. Dr. Franclim Jorge Sobral de Brito — Vice-Reitor e Pro-Reitor de Graduacdo do Centro
Universitario Dom Helder

Prof. Dr. Caio Augusto Souza Lara — Pré-Reitor de Pesguisa do Centro Universitario Dom
Helder



O PANOP'NI'ICO NA ERA DIGITAL: ENTRE VIGI LANCIA INVISIVEL,
MANIPULACAO ALGORITMICA E O ENFRAQUECIMENTO DOSDIREITOS
FUNDAMENTAISNASPOLITICASPUBLICASDE SEGURANCA.

THE PANOPTICON IN THE DIGITAL AGE: BETWEEN INVISIBLE
SURVEILLANCE, ALGORITHMIC MANIPULATION, AND THE EROSION OF
FUNDAMENTAL RIGHTSIN PUBLIC SECURITY POLICIES

Pedro Luciano Evangelista Ferreiral

Resumo

Este estudo analisa, sob perspectiva qualitativa e por meio de revisdo bibliografica critica,

como politicas publicas de seguranca vém incorporando tecnologias de vigilancia a goritmica
gue silenciosamente comprometem os pilares do Estado Democratico de Direito. Amparado
em referenciais tedricos como Foucault, Zuboff e Han, evidencia-se a consolidacdo de um

modelo de controle socia difuso, invisivel e aderente, que influencia condutas e

subjetividades sem recorrer a coercdo direta. Para além da violacdo da privacidade, constata-
se a normalizacdo de um estado de excegcdo algoritmico, legitimado pelo discurso da

eficiéncia e sustentado por racionalidades técnicas e conveniéncias ideol dgicas.

Palavras-chave: Vigilanciadigital, Panoptismo, Psicopolitica, Politicas publicas de
seguranca, Direitos fundamentais

Abstract/Resumen/Résumé

This study analyzes, through a qualitative approach and critical literature review, how public
security policies have increasingly incorporated algorithmic surveillance technologies that
silently erode the foundations of the Democratic Rule of Law. Based on theoretical
frameworks such as Foucault, Zuboff, and Han, it reveals the consolidation of a diffuse and
adhesive model of social control that shapes behaviors and subjectivities without direct
coercion. Beyond privacy violations, the research highlights the normalization of an
algorithmic state of exception, legitimized by the discourse of efficiency and sustained by
technical rationalities and ideological convenience.

K eywor dg/Palabr as-claves/M ots-clés. Digital surveillance, Panopticism, Psychopalitics,
Public security policies, Fundamental rights
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1. Entre Dados e Grades Invisiveis: consideracdes iniciais sobre o controle digital

A historia do controle social caminha lado a lado com a das civilizagdes. Da praca
publica as cameras de vigilancia, dos arquivos em papel aos megadados em nuvem, o poder
sempre buscou observar, registrar e disciplinar. Mas jamais se viu um dispositivo tao
capilarizado, invisivel e eficiente quanto o que se desenha na era da informacao. Nesse cenario,
ressurge a metafora do panoptismo — idealizada por Jeremy Bentham no século XVIII e
reinterpretada por Michel Foucault no século XX —, agora transfigurada: a torre central deu
lugar ao algoritmo, e a vigilancia tornou-se difusa e ubiqua (Foucault, 2013).

Se antes o poder exigia muros ¢ normas visiveis, hoje atua por meio de cddigos,
metadados e inteligéncias artificiais que processam volumes massivos de dados pessoais,
muitas vezes sem consentimento (Fornasier, Silva e Brun, 2024). Um controle que ndo se limita
ao corpo fisico, mas alcancga subjetividades, afetos e desejos, moldando decisdes e silenciando
dissensos.

Paralelamente a vigilancia estatal, destaca-se a atua¢do das grandes corporagdes
tecnologicas, protagonistas de um modelo econdmico baseado na extracdo e comercializacao
de dados pessoais — o chamado “capitalismo de vigilancia” (Zuboff, 2019). Nesse novo
ordenamento, os dados ndo apenas refletem a realidade: produzem-na, reconfigurando a propria
experiéncia da liberdade.

A articulagdo entre vigilancia publica e privada acentua a erosdao das garantias
constitucionais, especialmente quanto a autodeterminacdo informativa e a privacidade,
impactando também a liberdade de expressdo e a cidadania (Dias; Melo, 2023). No Brasil,
ferramentas como o SINESP e sistemas de reconhecimento facial — como nos Estados da Bahia,
Rio de Janeiro, Santa Catarina, Sao Paulo e Parana — operam, muitas vezes, sem regulamentagao
adequada, aumentando o risco de abuso, discriminacdo algoritmica e criminaliza¢do
preemptiva. E nesse contexto que se insere a presente pesquisa, ainda em andamento, com o
intuito de investigar os contornos contemporaneos do controle social exercido por tecnologias
de vigilancia. A partir de uma abordagem interdisciplinar, que articula teoria critica,
criminologia e estudos tecnologicos, busca-se analisar experiéncias concretas no Brasil e
refletir sobre seus impactos nos direitos fundamentais. Mais do que propor solugdes normativas
— tarefa para outro tempo —, pretende-se provocar o debate e langar luz sobre os riscos do uso
intensivo de dispositivos de monitoramento em espagos publicos e privados.

Almeja-se, com isso, contribuir para a constru¢do de uma cultura democratica capaz
de resistir aos novos dispositivos de dominacao travestidos de neutralidade técnica. Afinal, nem

toda cela ¢ feita de ferro, e nem toda prisao exige grades.
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2. Rumo ao Centro da Torre: objetivos e justificativa da pesquisa

O presente estudo tem por objetivo geral analisar criticamente como os instrumentos
digitais de vigilancia vém sendo incorporados as estruturas de controle social no Brasil,
especialmente no ambito das politicas publicas de seguranga, revelando a intensificagdo de um
poder disciplinar que, apesar de modernizar suas ferramentas, preserva a logica descrita por
Foucault (2013), ao tornar corpos e condutas visiveis, mensuraveis e governaveis. Em tempos
de expansdo do capitalismo de vigilancia (Zuboff, 2019), esses mecanismos transcendem o
aparato penal cléssico, infiltrando-se no cotidiano civil sob o pretexto da eficiéncia, da
neutralidade tecnologica e da gestdo de riscos. Procura-se compreender de que modo o uso
massivo de dados, a mineragdo algoritmica e os sistemas de reconhecimento facial vém
edificando um novo regime de visibilidade social, no qual o espago publico se converte em
territorio vigiado e a cidadania, em dado processavel.

Entre os objetivos especificos, destaca-se a identificagdo dos principais sistemas de
monitoramento em uso no Brasil, mapeando a (in)existéncia de base legal e os contextos de
aplicacdo, sobretudo em areas urbanas e na seguranca publica. Em paralelo, busca-se examinar
os vinculos entre essas tecnologias e os referenciais teodricos do panoptismo e da psicopolitica,
articulando conceitos classicos e contemporaneos que iluminem criticamente o fendmeno da
vigilancia digital. Pretende-se também explorar as consequéncias dessas praticas para os
direitos fundamentais, em especial no que se refere a privacidade, a liberdade de expressdo e a
autodeterminagdo informacional, com base na Constitui¢do e nos compromissos internacionais
firmados pelo Brasil. Por fim, propde-se discutir experiéncias concretas e casos emblematicos
que evidenciem os riscos da naturaliza¢do da vigilancia como estratégia de contengao social, e
os desafios impostos a construgao de uma governanga digital comprometida com a democracia,

pluralidade e a dignidade humana.

3. Pelas Trilhas da Investigaciao: delineamento metodologico

Trata-se de pesquisa qualitativa, de natureza exploratoria. A complexidade do
fendmeno — a vigilancia digital e seus reflexos sociais e juridicos — impde uma abordagem
transdisciplinar, articulando aportes da criminologia critica, filosofia politica, sociologia,
direito constitucional e teoria da informagdo. A técnica adotada foi a revisao bibliografica
sistematica e critica, com sele¢@o rigorosa de artigos cientificos, relatorios institucionais, teses

e obras relevantes sobre os temas centrais: panoptismo, psicopolitica, capitalismo de vigilancia,
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direitos fundamentais e tecnologias de monitoramento. Priorizaram-se fontes publicas e
acessiveis, em consonancia com os principios da ciéncia aberta.

De forma ética e transparente, registrou-se o uso consciente de ferramentas de
inteligéncia artificial em etapas auxiliares, como organizagdo de fontes e curadoria
bibliografica. A andlise critica, no entanto, ¢ integralmente humana, fruto de reflexao autonoma
e comprometida com a integridade cientifica. O percurso metodologico tracado visa ndo apenas
descrever, mas tensionar € compreender os contornos do fendmeno, respeitando o carater inicial

da investigagdo e a abertura a desdobramentos futuros.

4. Na Muralha e no Espelho: desdobramentos da vigilancia na era digital

A sociedade contemporanea atravessa uma transformagao silenciosa, mas profunda,
na forma como se exerce o controle social. A torre descrita por Bentham e ressignificada por
Foucault (2013) dissolveu-se em algoritmos, sensores ¢ bancos de dados. O panoptismo
moderno ¢ digital, distribuido e autdbnomo, operando por janelas invisiveis que cruzam e
interpretam condutas. Como destacam Fornasier, Silva e Brun (2024), esse “panoptico digital”
vigia rastros virtuais, apagando fronteiras entre publico e intimo.

Essa l6gica ndo ¢ exclusiva do Estado. Estende-se ao mercado, onde o “capitalismo de
vigilancia” (Zuboff, 2019) transforma experiéncias humanas em insumos para predicao e
indu¢do comportamental. Han (2021) descreve a ascensao de uma “psicopolitica” que captura
afetos, moldando subjetividades sob a promessa de liberdade. Como observa Mocellim (2021),
a psicopolitica contemporanea amplifica o mal-estar civilizatorio, estruturando novas formas
de controle emocional e coletivo.

No Brasil, o uso de reconhecimento facial por agentes estatais, frequentemente sem
regulamentacao adequada, potencializa abusos e discriminagdes. Sistemas como o SINESP e o
InfoSeg, aliados a iniciativas de ‘“cidades inteligentes”, ampliam a vigilancia preventiva
(Almeida, 2022; CESeC, 2025). Para Santos et. al (2023), trata-se de um policiamento que
antecipa culpas e reforca estigmas historicos. Os impactos sobre direitos fundamentais sao
evidentes. A privacidade ¢ corroida por uma légica de “transparéncia compulsoria”; a
autodeterminagdo informacional ¢ desconsiderada por politicas que banalizam a coleta massiva
de dados.

A decisao do STF na ADI 6387 representou avango ao reconhecer a protecao de dados
como direito fundamental, mas o cendrio ainda carece de regulacdo eficaz. Como discutem
Ribeiro, Navarro Vince e Conde (2021), a prote¢do de dados pessoais deve ser compreendida

como dimensdo essencial dos direitos da personalidade, cuja efetividade exige uma leitura
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constitucionalmente orientada, especialmente no ambiente digital, marcado por praticas
invasivas e algoritmos opacos.

A esse alerta soma-se a contundente reflexdo de Chemim Guimarades e Guaragni
(2025), que denunciam o uso eufemistico da linguagem juridica como estratégia de legitimagao
de estados de excegdo, especialmente em contextos de crise ou de suposta ameaga a ordem.
Tais autores demonstram como expressoes como “democracia defensiva” e “estado de excegao
em legitima defesa” sdo empregadas para atenuar a percep¢ao de ruptura constitucional,
funcionando como atalhos retoricos que desconstroem garantias fundamentais sob a aparéncia
de legalidade. No contexto da vigilancia digital, esses mecanismos linguisticos operam como
ferramentas de normalizagdo do controle extremo, conferindo verniz democratico a praticas
profundamente autoritdrias. A convergéncia entre discurso juridico ambiguo e tecnologias
opacas de monitoramento alimenta um cenério de risco, no qual o avanco da governanca
algoritmica ndo apenas compromete direitos individuais, mas também pode pavimentar,
silenciosamente, o caminho para experiéncias totalitarias e censorias, disfarcadas de
racionalidade técnica e protegao institucional.

Este trabalho, ainda em construcao, ndo visa oferecer solucdes definitivas, mas
provocar reflexdo. Diante da sedug¢do da seguranca total, ¢ preciso interrogar o custo da
vigilancia ubiqua. Como advertia Foucault, o verdadeiro risco do olhar absoluto ndo esta em

tudo ver, mas em tornar invisivel o essencial: a liberdade.

5. Consideracdes finais: os riscos da vigilincia digital a democracia e aos direitos
fundamentais

Nao se pretende aqui fechar portas, mas antes escancara-las ao debate. Como ja
advertia Bauman, o mundo liquido ndo permite mais certezas solidas — e o campo da vigilancia
digital talvez seja o exemplo mais emblematico dessa fluidez opaca. A pesquisa, em sua etapa
atual, permite identificar com nitidez o entrelagamento inquietante entre tecnologias de
controle, racionalidade punitiva e erosdo silenciosa dos direitos fundamentais. O que se observa
ndo ¢ a emergéncia de um novo paradigma de dominagdo, mas a sofisticagdo de velhas
estruturas — agora lubrificadas (e amplificadas) por algoritmos, telas e protocolos invisiveis.

A metéfora do pandptico, longe de superada, revela-se mais atual do que nunca. Mas,
se antes havia um vigia na torre, hoje ha milhdes de olhos digitais — silenciosos, impessoais,
constantes. A centralidade do capitalismo de vigilancia e da psicopolitica nesse cenario revela
um modelo de dominacdo que transcende o monitoramento externo e invade os dominios mais

intimos da subjetividade humana. A vigilancia digital contemporanea nao apenas coleta dados:
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transforma-os em instrumentos de influéncia sobre desejos, afetos, habitos de consumo e
posicionamentos politico-ideoldgicos. Trata-se de um controle difuso e aderente, que dispensa
coergao fisica e se apoia na seducao das interfaces amigaveis e dos algoritmos personalizados.

Como destaca Zuboff (2019), o capitalismo de vigilancia apropria-se da experiéncia
humana como matéria-prima para a predicdo comportamental, deslocando o eixo do poder
disciplinar classico para um novo regime de governanga que atua pela antecipacdo e pelo
direcionamento de escolhas. Han (2021), por sua vez, observa que a psicopolitica opera por
meio da exploracdo emocional da liberdade, promovendo a autovigilancia e a autoexploracao
como formas normatizadas de existéncia. Sob esse prisma, o individuo torna-se
simultaneamente objeto ¢ agente do controle: acredita-se livre, mas vive encapsulado por
sistemas invisiveis que delimitam o campo do possivel.

Esse modelo atua tanto em nivel individual quanto coletivo, influenciando diretamente
o funcionamento das instituicdes e a conformacao dos discursos dominantes. O que se vé é a
reorganizacgdo das instancias formais e informais de controle social — como a midia, o sistema
penal, a educacdo e as redes sociais — moldadas segundo os interesses do sistema hegemonico,
em escala nacional e global. Essas estruturas operam como mecanismos de sustentagdo de um
projeto ideoldgico que normaliza a vigilancia como sindnimo de eficiéncia, naturaliza a erosao
de direitos como necessidade técnica e transforma a exce¢do em regra. Conforme alertam
Chemim e Guaragni (2025), o discurso juridico, ao langar mao de expressdes eufemisticas como
“democracia defensiva” e “estado de excecdo em legitima defesa”, desempenha papel central
na legitimagdo desse processo, oferecendo verniz de legalidade a praticas autoritarias e
censoOrias. Instaura-se, assim, um dispositivo sofisticado de manutencdo e reproducao
1deoldgica, travestido de racionalidade algoritmica, que consolida assimetrias sob o pretexto da
neutralidade técnica e silencia resisténcias ao custo da liberdade.

A logica do controle contemporaneo, embora adornada por inovagdes tecnoldgicas e
discursos de eficiéncia, resgata antigas praticas punitivas sob formas atualizadas. Se atua
silenciosamente na maior parte do tempo, sem puni¢ao explicita, quando esta se manifesta, o
faz com exemplaridade simbolica — reproduzindo, em novo palco, o suplicio publico descrito
por Foucault (2013). As pracas foram substituidas pelas redes; os grilhdes, por algoritmos. A
puni¢do persiste como espetaculo, agora em versao digital. A destruicdo simbdlica — e, em
casos extremos, real, como nos episodios de suicidio impulsionados por linchamentos virtuais
— reatualiza o drama punitivo, alimentado por julgamentos instantdneos e plataformas

manipulaveis.
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A sanc¢do estatal recai, com especial rigor, sobre aqueles que destoam das narrativas
dominantes, enquanto os “tribunais” das redes exercem sua funcdo disciplinadora por meio do
cancelamento e da vergonha publica. Se outrora gritava-se ‘Liberdade!’ ou até ‘Abolicionismo
penal!’, hoje aplaudem-se as grades, desde que estejam embutidas em aplicativos. A critica as
praticas autoritarias de outrora cede lugar, ndo raro, ao aplauso entusidstico dos novos
mecanismos de controle — agora revestidos de inovagdo tecnoldgica e conveniéncia
ideoldgica. Como advertia Foucault, o poder ¢ mais eficaz quando se disfarca de normalidade.
Dai a urgéncia de pesquisas que ndo apenas revelem os mecanismos invisiveis do controle
contemporaneo, mas denunciem como a aceitagao passiva e o entusiasmo tecnoldgico podem
corroer liberdades fundamentais. Afinal, onde tudo pode ser visto, monitorado e previsto, resta
muito pouco do que ainda pode ser chamado de livre.

A constatagdo de que os sistemas de vigilancia reproduzem, com roupagem digital, as
discriminagdes historicas que marcam o tecido social brasileiro — sobretudo contra os que nao
se enquadram nas narrativas do poder hegemonico — exige que o Direito ndo se furte ao seu
papel critico. Nao basta proteger dados: ¢ preciso compreender o que os dados revelam sobre
as estruturas de poder.

O desafio esta posto: resistir a ldgica do monitoramento como norma, ao fetiche da
predicao como ciéncia neutra (eu ouvi ‘Lombroso’?) e a normalizacao da exce¢dao como politica
de rotina. Este trabalho ndo pretende dar respostas definitivas, mas fazer ecoar perguntas
urgentes. Porque, como bem ensinava Foucault, todo sistema de poder se sustenta tanto pela
vigilancia quanto pelo siléncio daqueles que a ela se submetem. E talvez esteja na hora de

romper o siléncio.
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