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DIREITOSHUMANOSE INTELIGENCIA ARTIFICIAL

Apresentacdo

O 1l Encontro Nacional de Direito do Futuro (I ENDIF), organizado pelo Centro

Universitario Dom Helder com apoio técnico do Conselho Nacional de Pesquisa e Pos-
graduagdo em Direito — CONPEDI, reafirma-se como um espaco qualificado de producéo,

didlogo e circulagdo do conhecimento juridico, reunindo a comunidade cientifica em torno de
um propdsito comum: pensar, com rigor metodol 6gico e sensibilidade social, os caminhos do
Direito diante das transformagfes que marcam o nosso tempo. Realizado nos dias 09 e 10 de
outubro de 2025, em formato integralmente on-line, 0 evento assumiu como tema geral

“Justica social e tecnolégica em tempos de incerteza’, convidando pesquisadoras e

pesquisadores a enfrentar criticamente os impactos da inovagéo tecnolégica, das novas
dindmicas sociais e das incertezas globais sobre as instituicdes juridicas e os direitos
fundamentais.

Nesta segunda edicdo, 0os niUmeros evidenciam a forca do projeto académico: 408 trabalhos
submetidos, com a participacdo de 551 pesquisadoras e pesquisadores, provenientes de 21
Estados da Federacdo, culminando na organizacdo de 31 e-books, que ora se apresentam a
comunidade cientifica. Essa coleténea traduz, em linguagem académica e compromisso
publico, a vitalidade de uma pesquisa juridica que ndo se limita a descrever problemas, mas
busca compreendé-los, explicar suas causas e projetar solucdes coerentes com a Constituigao,
com os direitos humanos e com os desafios contemporaneos.

A publicagdo dos 31 e-books materializa um processo coletivo que articula pluralidade
temética, densidade tedrica e seriedade cientifica. Os textos que compdem a coletanea
passaram por avaliacdo académica orientada por critérios de qualidade e imparcialidade, com
destaque para o método double blind peer review, que viabiliza a andlise inominada dos
trabalhos e exige o exame por, no minimo, dois avaliadores, reduzindo subjetividades e
preferéncias ideol bgicas. Essa opcdo metodol 6gica €, ab mesmo tempo, um gesto de respeito
aciéncia e uma afirmagdo de que a pesquisa juridica deve ser construida com transparéncia,
responsabilidade e abertura ao escrutinio critico.

O Il ENDIF também se insere em uma trgjetoria institucional ja consolidada: a primeira
edicéo, realizada em junho de 2024, reuniu centenas de pesquisadoras e pesquisadores e
resultou na publicagdo de uma coletanea expressiva, demonstrando que o Encontro se
consolidou, desde o inicio, como um dos maiores eventos cientificos juridicos do pais. A



continuidade do projeto, agora ampliada em escopo e capilaridade, reafirma a importancia de
se fortalecer ambientes académicos capazes de integrar graduacdo e pos-graduacdo, formar
novas geracdes de pesquisadoras e pesquisadores e promover uma cultura juridica
comprometida com arealidade social.

A programacédo cientifica do evento, organizada em painéis tematicos pela manha e Grupos
de Trabalho no periodo da tarde, foi concebida para equilibrar reflexdo tedrica, debate
publico e socializagdo de pesquisas. Nos painéis, temas como inteligéncia artificial e direitos
fundamentais, protecdo ambiental no sistema interamericano, protecdo de dados e heranca
digital foram tratados por especialistas convidados, em debates que ampliam repertérios e
conectam a producéo académica aos dilemas concretos vividos pela sociedade.

A programacdo cientifica do Il ENDIF foi estruturada em dois dias, 09 e 10 de outubro de
2025, combinando, no periodo da manhd, painéis tematicos com exposicdes de especialistas
e debates, e, no periodo da tarde, sessdes dos Grupos de Trabalho. No dia 09/10 (quinta-
feira), apds a abertura, as 09h, realizou-se o Painel |, dedicado aos desafios da atuacéo

processual diante da inteligéncia artificial (“Inteligencia artificial y desafios de derechos
fundamentales en el marco de la actuacion procesal”), com exposicado de Andrea Alarcédn

Pefia (Coldmbia) e debate conduzido por Caio Augusto Souza Lara. Em seguida, as 11h,

ocorreu o Painel 11, voltado a protecdo ambiental no Sistema Interamericano, abordando a
evolucdo da OC-23 ap novo marco da OC-32, com participacéo de Soledad Garcia Munoz
(Espanha) e Valter Moura do Carmo como palestrantes, sob coordenacdo de Ricardo

Stanziola Vieira. No periodo da tarde, das 14h as 17h, desenvolveram-se as atividades dos
Grupos de Trabalho, em ambiente virtual, com apresentacdo e discussdo das pesquisas

aprovadas.

No dia 10/10 (sexta-feira), a programacéo manteve a organizacdo: as 09h, foi realizado o
Paingl 111, sobre LGPD e aimportancia da protecdo de dados na sociedade de vigilancia, com
exposicdes de Lais Furuya e Jilia Mesquita e debate conduzido por Yuri Nathan da Costa
Lannes; as 11h, ocorreu o Painel 1V, dedicado ao tema da heranca digital e a figura do
inventariante digital, com apresentacdo de Felipe Assis Nakamoto e debate sob

responsabilidade de Tais Mallmann Ramos. Encerrando o evento, novamente no turno da
tarde, das 14h as 17h, seguiram-se as sessdes dos Grupos de Trabalho on-line, consolidando
0 espaco de socializacdo, critica académica e amadurecimento das investigaces apresentadas.

Ao tornar publicos estes 31 e-books, o Il ENDIF reafirma uma convicgéo essencial: ndo ha
futuro democrético para o Direito sem pesguisa cientifica, sem debate qualificado e sem
compromisso com a verdade metodoldgica. Em tempos de incerteza — tecnolgica, social,



ambiental e institucional —, a pesquisa juridica cumpre um papel civilizatorio: ilumina
problemas invisibilizados, gquestiona estruturas naturalizadas, qualifica politicas publicas,
tensiona 0 poder com argumentos e of erece horizontes normativos mais justos.

Registramos, por fim, nosso reconhecimento a todas e todos que tornaram possivel esta obra
coletiva— autores, avaliadores, coordenadores de Grupos de Trabalho, debatedores e equipe
organizadora—, bem como as instituicoes e redes académicas que fortalecem o ecossistema
da pesquisa em Direito. Que a leitura desta coletanea seja, a0 mesmo tempo, um encontro
com o que ha de mais vivo na producdo cientifica contemporénea e um convite a seguir
construindo, com coragem intelectual e responsabilidade publica, um Direito a altura do
NOSso tempo.

Belo Horizonte-M G, 16 de dezembro de 2025.

Prof. Dr. Paulo Umberto Stumpf — Reitor do Centro Universitario Dom Helder

Prof. Dr. Franclim Jorge Sobral de Brito — Vice-Reitor e Pro-Reitor de Graduacdo do Centro
Universitario Dom Helder

Prof. Dr. Caio Augusto Souza Lara — Pré-Reitor de Pesguisa do Centro Universitario Dom
Helder



A REGULAGCAO DA INTELIGENCIA ARTIFICIAL NO BRASIL: O PROJETO DE
LEI N.©2.338/2023 E SEUSREFLEXOSNO DIREITO A NAO DISCRIMINACAO

REGULATION OF ARTIFICIAL INTELLIGENCE IN BRAZIL: BILL NO. 2.338
12023 AND ITSIMPACT ON THE RIGHT TO NON-DISCRIMINATION

Ana Clara Da Silva e Souza
Y asmin Soar es Carvalho
Mariada Gloria Costa Gongalves de Sousa Aquino

Resumo

O meio socia hodierno esta diante do desenvolvimento das inovagdes digitais, a exemplo da
Inteligéncia Artificial. Assim, surgem problemas atentatérios aos direitos fundamentais,

como a discriminag&o por vieses incorporados aos sistemas de |A. A pesquisa busca analisar
aregulacdo dalA, perante a caréncia de normas no Brasil, tornando-se imprescindivel exame
sobre os reflexos do Projeto de Lel n.° 2.338/2023, aprovado pelo Senado em 10 de

dezembro de 2024. Ademais, pretende-se comparar o PL e o Al Act europeu, pioneiro,

identificando avancos e diferencas. Conclui-se que apenas com regulamentacdo serd possivel
lograr beneficiosda lA.

Palavras-chave: Inteligéncia artificial (ia), Discriminacéo, Direito fundamental

Abstract/Resumen/Résumé

Today's society faces the development of digital innovations, such as Artificial Intelligence.
As aresult, problems that violate fundamental rights arise, such as discrimination due to
biases embedded in Al systems. This research seeks to analyze Al regulation, given the lack
of regulations in Brazil, making it essential to examine the impact of Bill No. 2.338/2023,
approved by the Senate on December 10, 2024. Furthermore, it aims to compare the bill and
the pioneering European Al Act, identifying advances and differences. The conclusion is that
only through regulation will it be possible to reap the benefits of Al.

K eywor ds/Palabr as-claves/M ots-clés: Artificial intelligence (ai), Discrimination,
Fundamental right
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INTRODUCAO

Atualmente, a sociedade experimenta uma grande evolugdo, motivada pelo uso da
tecnologia presente desde atividades habituais até as mais complexas. O surgimento dessa nova
realidade estd nos dados pessoais e na forma que sdo coletados e armazenados, provocando
discussodes e suscitando diversos debates juridicos. Um deles se atém a discriminagdo feita por
algoritmos que se destaca como um ponto importante ¢ de extrema relevancia nos dias de hoje,

pois pode perpetuar desigualdades sociais e afetar direitos fundamentais.

O uso excessivo de algoritmos e da inteligéncia artificial (IA) tem demonstrado certo
conflito com os principios do Estado de Direito, pois, apesar dos beneficios em termos de
eficiéncia e inovacdo, o uso inadequado da IA tem ensejado a pratica de condutas
discriminatdrias para atingir seus objetivos, como automatizar decisoes, melhorar a eficiéncia
de processos e prever comportamentos de grupos ou individuos. Dessa forma, ao fazerem
previsdes baseadas na analise de grandes volumes de dados, os algoritmos podem criar perfis
discriminatdrios e desrespeitar direitos fundamentais, em especial o principio da igualdade.
Como exemplos, cabe citar o programa COMPAS nos EUA e o uso do reconhecimento facial

no Brasil, os quais revelam os preconceitos e atos discriminatorios presentes na sociedade.

Ato continuo, em resposta a esses problemas, surge o compromisso de se assegurar 0s
direitos fundamentais dos usudrios no ambiente digital e restringir o poder de grandes empresas,

expressado através do denominado “constitucionalismo digital”.

No Brasil, a Constituicdo Federal de 1988 define como objetivo fundamental da
Republica Federativa do Brasil promover o bem-estar de todos, sem discriminagdo por origem,
raca, sexo, cor, idade ou qualquer outra forma de preconceito, conforme estabelecido no artigo
3° inciso IV. Entretanto, o rapido avango dos sistemas de IA no pais acontece sem uma

legislagao abrangente, resultando em varios casos de discriminagao.

Diante disso, surge o Projeto de Lei n.° 2.338/2023, que busca regulamentar o uso da
IA no Brasil, oferecendo mecanismos para proteger contra discriminagdes injustas. Logo, este
estudo pretende analisar os efeitos desse projeto de lei sobre o direito a ndo discriminagao e,
além disso, compara suas disposigdes com o Al Act europeu, regulamentacdo pioneira nessa

tematica.

1.1 PROBLEMA DE PESQUISA
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O presente estudo busca examinar o Projeto de Lei n.° 2.338/2023, de modo a garantir
que a tecnologia ndo provoque e/ou até mesmo promova violagdes a valores constitucionais,
diante da auséncia de uma legislacao regulamentadora em matéria de IA no pais. A partir disso,
busca-se analisar o PL, considerando também referéncias reguladoras internacionais, bem
como a forma com que essas legislagdes contribuem para mitigar vieses discriminatdrios nas
sociedades, ao conciliar o uso de inovagdes tecnologicas e a protegao a direitos fundamentais.
Nesse sentido, questiona-se: Quais os reflexos sobre a prote¢do do direito a ndo discriminagao

nos sistemas de IA no Brasil?
1.2 OBJETIVO

Este estudo tem como objetivo geral analisar a regulagdo da inteligéncia artificial no
Brasil a partir do Projeto de Lei n.® 2.338/2023, que busca estabelecer o uso ético e responsavel
da IA, destacando os seus reflexos sobre o direito a ndo discriminagdo. Como objetivos
especificos destaca-se o exame dos principais dispositivos ¢ a verificagdo dos desafios do
projeto de lei quanto a protecao contra vieses discriminatorios em sistemas de 1A, visando
refletir sobre como conciliar a inovacdo tecnoldgica com a protegao de direitos fundamentais,
além de comparar o PL com o A[ Act europeu, pioneiro na regulagdo do tema, de modo a

identificar os principais avangos e diferencas.
2. METODO

Emprega-se a metodologia de natureza descritiva com abordagem qualitativa. A
técnica da pesquisa aplicada ¢ bibliografica e documental, mediante revisao de literatura e

analise da legislacdo nacional e estrangeira.
3. RESULTADOS ALCANCADOS

O direito a ndo discriminagao consta no artigo 3°, inciso IV da Constituicao de 1988
como objetivo fundamental da Republica Federativa do Brasil de: “IV — promover o bem de
todos, sem preconceitos de origem, raga, sexo, cor, idade e quaisquer outras formas de
discriminagdo ”. Vale ressaltar também que conforme o artigo 5°, §2°, da CRFB/88, os direitos
e garantias nela expressos “ndo excluem outros decorrentes do regime e dos principios por ela

adotados, ou dos tratados internacionais em que a Republica Federativa do Brasil seja parte”.

Nesse cenario, ao tratar de viés discriminatorio quando se observa a incorporacdo de
dados pela TA, entende-se que essa incorporagdo se torna preocupante, na medida em que a

base de dados da qual uma [A extrai as informag¢des que embasam as suas decisoes ¢ fornecida
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por pessoas, as quais sdo dotadas de pensamentos enviesados, que criam os algoritmos que
compdem o sistema de IA (LAGO, 2024). Assim, o desafio reside no fato de que nem sempre
a incorporagao do viés serd percebida na entrada dos dados, mas somente apds a produgao do

resultado enviesado e discriminatorio.

Exemplo claro disso, ¢ o caso do Correcional Offender Management Profiling for
Alternative Sanctions (COMPAS), software desenvolvido pela empresa Equivant, que
corresponde ao sistema de A produzido para verificar o potencial de risco de reincidéncia de
um infrator, que dao suporte as decisdes judiciais no ambito de alguns tribunais nos Estados
Unidos da América (EUA). Contudo, os algoritmos do software se revelaram racistas, pois
concluiram que pessoas negras tinham 45% de chance de serem consideradas de alto risco,
enquanto que para pessoas brancas a porcentagem era de 23%, representando uma chance quase
100% maior de pessoas negras serem consideradas como fator de alto risco a reincidéncia

infracional (LARSON, 2024).

Diante desse cenario, infere-se que as perspectivas discriminatorias do ser humano,
especialmente ligadas ao racismo, podem contaminar bancos de dados que alimentam os
algoritmos de sistemas de TA. O modo pelo qual a disposi¢ao de tecnologias e imaginarios
sociotécnicos em um mundo marcado por uma concepcao estrutural evidenciada pela
supremacia branca realiza a ordenagdo algoritmica racializada de classificagdo social, recursos

e violéncia em detrimento de grupos minorizados. (SILVA, 2022).

Nessa conjuntura, e tendo em vista o cenario brasileiro de marginalizagao de minorias
e desigualdade social, somado a caréncia de regulamentagdo do uso da IA no pais, ¢
imprescindivel o planejamento de uma regulamentacdo normativa do uso desses sistemas,
buscando assim, assegurar a prote¢do ao direito fundamental a ndo discriminagdo, conforme

previsto na Constituicao Federal de 1988.

Nota-se que o Projeto de Lei n.° 2.338/2023 se preocupa com a propagacao de atos
discriminatérios pelos sistemas de IA, pois, no artigo 2° inciso V, elenca como seus
fundamentos a “igualdade, nao discriminagdo, pluralidade e diversidade”. Além disso, consta
no artigo 5°, inciso III, que sdo direitos da pessoa e dos grupos de pessoas afetadas por IA o
“direito a ndo discriminagdo ilicita ou abusiva e a corregdo de vieses discriminatorios ilegais
ou abusivos sejam eles diretos ou indiretos”. Portanto, ¢ de extrema importancia evidenciar
que os artigos retro destacados atestam que o PL n.° 2.338/2023 possui meios para garantir o

direito a nao discriminagao.
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Em continuidade, o PL categoriza os sistemas de IA em risco excessivo, 0s quais sao
vedados e de alto risco, que sdo admitidos, porém com algumas ressalvas. Nesse sentido, ¢
relevante citar o sistema de reconhecimento facial, pois 0 mesmo ¢ apontado como uma
tecnologia de enorme potencial discriminatério. Mesmo que ocorra a vedagdo dessa tecnologia
em tempo real em espacos publicos de acordo com o inciso IV, do artigo 13, ainda existem
algumas excegdes, como instrugdes de inquéritos criminais e busca de desaparecidos. Porém,
tal excecdo € criticada devido a possibilidade de perpetuacdo da pratica de racismo algoritmico

e injusti¢as sociais.

Os dispositivos referenciados demonstram que o PL possui meios para garantir o
direito fundamental a ndo discriminac¢do. Logo, a supervisdo humana assegurada no PL n.°
2.338/2023 parte de uma necessaria ‘“‘hermenéutica de suspei¢do, ou seja, um olhar
desconfiado e cauteloso a respeito das potencialidades das novas tecnologias com IA

abarcada”, conforme defendem Irene Patricia Nohara e Emerson Gabardo. (p.15, 2024).

Além disso, o PL ainda disciplina medidas de governanca previstas em seus artigos 17
ao 21. Desse modo, ele estabelece que tanto desenvolvedores quanto aplicadores de IA devem
avaliar a precisdo dos sistemas, para que possam identificar possiveis resultados

discriminatodrios e, sendo isso identificado, aplicar medidas de mitigacao.

Em continuidade, a comparagao feita entre o PL n.® 2.338/2023 e o EU Al Act, deve
considerar o contexto normativo de cada regido. Conforme defende Pierre Legrand, regras nao
podem ser separadas de seu significado, o qual esta relacionado a todo o contexto de uma nagao.
Portanto, ao ser transportada de um pais para outro, o significado da regra sera diferente, pois

foi inserido em outra cultura.

Desse modo, em relagdo a protecdo de dados pessoais e a nao discriminagdo, a Unido
Europeia tem uma trajetdria mais longa, com a Convengdo n.’ 108 (1981) e o Regulamento
Geral de Protecdo de Dados (N° 2016/679), que inspirou o EU Al Act. Ja no Brasil, o
desenvolvimento foi mais tardio, passando pelo CDC (1990), pelo Marco Civil da Internet
(2014) e culminando na Lei Geral de Protecao de Dados (LGPD,2018). Logo, tal diferenca de

tempo explica um maior aprimoramento ¢ densidade normativa europeia.

No EU Al Act, a preocupagdo com vieses encontra previsao no artigo 10, que exige a
governanga de dados nos sistemas de alto risco, incluindo andlises sobre possiveis
discriminagdes. O artigo 15, item 4, também impde obrigacdes especificas para lidar com ciclos

de retroalimentacdo de dados tendenciosos, assegurando medidas que vao contra a perpetuagao
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desses vieses. Ja o PL n.° 2.338/2023, embora nio trate diretamente sobre retroalimentacao,
prevé em seus artigos 18, 25 e 26, mecanismos de governanga e avaliacdo de impacto

algoritmico, o que garante um maior monitoramento dos riscos discriminatorios.

Em relag@o ao reconhecimento facial, ambos o classificam como tecnologia de risco
excessivo, vedando a sua utilizacdo em regra, inobstante ambos possuem excecdes para fins de

persecucao penal, mesmo que de forma restrita.

Comparativamente, o EU Al Act mesmo sendo pioneiro e mais detalhado em relacdo
a vieses ¢ retroalimentacao de dados, em relagdo ao PL n.° 2.338/2023, este ultimo mostra-se
mais desenvolvido na explicitagdo do direito & ndo discriminagdo, tendo garantias como a

supervisao humana, governanga obrigatoria e revisao de decisdes.
CONCLUSAO

Ressalte-se que a regulacdo da inteligéncia artificial no Brasil, por meio do PL n.°
2.338/2023, representa um enorme avanco para a protecdo dos direitos fundamentais, em
especial a ndo discriminagdo, uma resposta normativa ao acelerado desenvolvimento

tecnoldgico e da auséncia de uma legislagdo especifica para tais problemas.

A comparagdo com o EU Al Act mostra que, mesmo que a Unido Europeia seja
pioneira e possua mais matérias em relacdo a protecdo de dados e regulacao de IA, o PL
brasileiro apresenta mais clareza e detalhes ao enfatizar de forma explicita o direito a ndo
discrimina¢do e ao possuir instrumentos de governanga e de revisdes de decisdes. Dessa
maneira, essa aproximacao entre os modelos indica um alinhamento internacional em torno da
extrema necessidade do controle dos riscos que podem ser causados pela Inteligéncia Artificial,
porém ambos possuem suas proprias particularidades que refletem as diferengas culturais entre

regioes.

Por fim, conclui-se que, caso o PL n.° 2.338/2023 seja aprovado de forma definitiva,
podera consolidar um marco na regulagdo dos sistemas de IA, gerando um equilibrio entre
inovagdo tecnologica e protecdo de direitos fundamentais. Entretanto, para a sua efetividade,
faz-se indispensavel que a sua aplicagdo seja acompanhada de uma fiscalizagdo adequada, de
modo que a IA seja utilizada como forma de desenvolvimento e inclusdo, e ndo de exclusdo e

propagacao de preconceitos.
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