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I ENCONTRO NACIONAL DE DIREITO DO FUTURO - 11 ENDIF

DR.IA —INTELIGENCIA ARTIFICIAL, MODELOSDE LINGUAGEM E
ARGUMENTACAO JURIDICA

Apresentacdo

O Il Encontro Nacional de Direito do Futuro (I ENDIF), organizado pelo Centro

Universitario Dom Helder com apoio técnico do Conselho Nacional de Pesquisa e Pos-
graduacdo em Direito — CONPEDI, reafirma-se como um espaco qualificado de producéo,

didogo e circulacdo do conhecimento juridico, reunindo a comunidade cientifica em torno de
um propdsito comum: pensar, com rigor metodol dgico e sensibilidade social, os caminhos do
Direito diante das transformagfes que marcam o nosso tempo. Realizado nos dias 09 e 10 de
outubro de 2025, em formato integralmente on-line, 0 evento assumiu como tema geral

“Justica social e tecnologica em tempos de incerteza’, convidando pesquisadoras e

pesquisadores a enfrentar criticamente os impactos da inovacdo tecnolégica, das novas

dindmicas sociais e das incertezas globais sobre as instituicdes juridicas e os direitos

fundamentais.

Nesta segunda edicdo, os nimeros evidenciam a forca do projeto académico: 408 trabalhos
submetidos, com a participacdo de 551 pesquisadoras e pesquisadores, provenientes de 21
Estados da Federacéo, culminando na organizacéo de 31 e-books, que ora se apresentam a
comunidade cientifica. Essa coletanea traduz, em linguagem académica e compromisso
publico, a vitalidade de uma pesquisa juridica que ndo se limita a descrever problemas, mas
busca compreendé-los, explicar suas causas e projetar solucdes coerentes com a Constituicao,
com os direitos humanos e com os desafios contemporaneos.

A publicacdo dos 31 e-books materializa um processo coletivo que articula pluralidade
tematica, densidade tedrica e seriedade cientifica. Os textos que compdem a coletanea
passaram por avaliacdo académica orientada por critérios de qualidade e imparcialidade, com
destaque para 0 método double blind peer review, que viabiliza a analise inominada dos
trabalhos e exige o exame por, ho minimo, dois avaliadores, reduzindo subjetividades e
preferéncias ideol 0gicas. Essa opcdo metodol bgica €, ao mesmo tempo, um gesto de respeito
aciéncia e uma afirmacéo de que a pesquisa juridica deve ser construida com transparéncia,
responsabilidade e abertura ap escrutinio critico.

O Il ENDIF também se insere em uma trajetoria institucional ja consolidada: a primeira
edicdo, realizada em junho de 2024, reuniu centenas de pesquisadoras e pesquisadores e
resultou na publicacdo de uma coletanea expressiva, demonstrando que o Encontro se



consolidou, desde o inicio, como um dos maiores eventos cientificos juridicos do pais. A
continuidade do projeto, agora ampliada em escopo e capilaridade, reafirma a importancia de
se fortalecer ambientes académicos capazes de integrar graduacdo e pos-graduacdo, formar
novas geracdes de pesquisadoras e pesquisadores e promover uma cultura juridica
comprometida com arealidade social.

A programacédo cientifica do evento, organizada em painéis tematicos pela manha e Grupos
de Trabalho no periodo da tarde, foi concebida para equilibrar reflexdo tedrica, debate
publico e socializagdo de pesquisas. Nos painéis, temas como inteligéncia artificial e direitos
fundamentais, protecdo ambiental no sistema interamericano, protecdo de dados e heranca
digital foram tratados por especialistas convidados, em debates que ampliam repertérios e
conectam a producéo académica aos dilemas concretos vividos pela sociedade.

A programacdo cientifica do Il ENDIF foi estruturada em dois dias, 09 e 10 de outubro de
2025, combinando, no periodo da manhd, painéis tematicos com exposicdes de especialistas
e debates, e, no periodo da tarde, sessdes dos Grupos de Trabalho. No dia 09/10 (quinta-
feira), apds a abertura, as 09h, realizou-se o Painel |, dedicado aos desafios da atuacéo

processual diante da inteligéncia artificial (“Inteligencia artificial y desafios de derechos
fundamentales en el marco de la actuacion procesal”), com exposicado de Andrea Alarcédn

Pefia (Coldmbia) e debate conduzido por Caio Augusto Souza Lara. Em seguida, as 11h,

ocorreu o Painel |1, voltado a protecdo ambiental no Sistema Interamericano, abordando a
evolucdo da OC-23 ap novo marco da OC-32, com participacéo de Soledad Garcia Munoz
(Espanha) e Valter Moura do Carmo como palestrantes, sob coordenacdo de Ricardo

Stanziola Vieira. No periodo da tarde, das 14h as 17h, desenvolveram-se as atividades dos
Grupos de Trabalho, em ambiente virtual, com apresentacdo e discussdo das pesquisas

aprovadas.

No dia 10/10 (sexta-feira), a programacéo manteve a organizacdo: as 09h, foi realizado o
Paingl 111, sobre LGPD e aimportancia da protecdo de dados na sociedade de vigilancia, com
exposicdes de Lais Furuya e Julia Mesquita e debate conduzido por Yuri Nathan da Costa
Lannes; as 11h, ocorreu o Painel 1V, dedicado ao tema da heranca digital e a figura do
inventariante digital, com apresentacdo de Felipe Assis Nakamoto e debate sob

responsabilidade de Tais Mallmann Ramos. Encerrando o evento, novamente no turno da
tarde, das 14h as 17h, seguiram-se as sessdes dos Grupos de Trabalho on-line, consolidando
0 espaco de socializacdo, critica académica e amadurecimento das investigaces apresentadas.

Ao tornar publicos estes 31 e-books, o Il ENDIF reafirma uma convicgéo essencial: ndo ha
futuro democrético para o Direito sem pesguisa cientifica, sem debate qualificado e sem



compromisso com a verdade metodoldgica. Em tempos de incerteza — tecnoldgica, social,
ambiental e institucional —, a pesquisa juridica cumpre um papel civilizatorio: ilumina
problemas invisibilizados, gquestiona estruturas naturalizadas, qualifica politicas publicas,
tensiona 0 poder com argumentos e of erece horizontes normativos mais justos.

Registramos, por fim, nosso reconhecimento a todas e todos que tornaram possivel esta obra
coletiva— autores, avaliadores, coordenadores de Grupos de Trabalho, debatedores e equipe
organizadora—, bem como as instituicoes e redes académicas que fortalecem o ecossistema
da pesquisa em Direito. Que a leitura desta coletanea seja, a0 mesmo tempo, um encontro
com o que ha de mais vivo na producdo cientifica contemporénea e um convite a seguir
construindo, com coragem intelectual e responsabilidade publica, um Direito a altura do
NOSso tempo.

Belo Horizonte-M G, 16 de dezembro de 2025.
Prof. Dr. Paulo Umberto Stumpf — Reitor do Centro Universitario Dom Helder

Prof. Dr. Franclim Jorge Sobral de Brito — Vice-Reitor e Pro-Reitor de Graduacdo do Centro
Universitario Dom Helder

Prof. Dr. Caio Augusto Souza Lara — Pré-Reitor de Pesguisa do Centro Universitario Dom
Helder



A ERA DO ENGANO DIGITAL: O COMBATE ASFAKE NEWS GERADAS POR
INTELIGENCIA ARTIFICIAL E SEUSIMPACTOSNA DEMOCRACIA

THE AGE OF DIGITAL DECEPTION: THE FIGHT AGAINST AIGENERATED
FAKE NEWSAND ITSIMPACTSON DEMOCRACY

LarissaBorgesOliveira

Resumo

O presente trabalho tem como tema “A Era do Engano Digital: O Combate as Fake News
Geradas por Inteligéncia Artificial e seus Impactos na Democracia’, buscando analisar como
ainteligéncia artificial tem contribuido para a criagcéo e disseminacdo massiva de noticias
falsas e qual o efeito desse fendBmeno na integridade democrética. A pesguisa tem como
finalidade examinar os riscos trazidos pela manipulagéo da informagdo em escala global,
discutir casos concretos recentes e refletir sobre os direitos fundamentais violados nesse
Processo.

Palavras-chave: Fake news, Inteligéncia artificial, Democracia digital, Direitos fundamentais

Abstract/Resumen/Résumé

The present research has as its theme “The Age of Digital Deception: The Fight Against Al-
Generated Fake News and Its Impacts on Democracy”, seeking to analyze how artificial
intelligence has contributed to the creation and massive dissemination of fake news and what
the effect of this phenomenon is on democratic integrity. The purpose of thisinvestigation is
to examine the risks brought by information manipulation on a global scale, discuss recent
concrete cases, and reflect on the fundamental .
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O avanco das tecnologias digitais, aliado ao desenvolvimento da inteligéncia artificial
(TA), trouxe inumeros beneficios para a sociedade contemporanea, possibilitando
inovagoes em areas como saude, educacdo, comunicagdo ¢ economia. Entretanto, esses
mesmos recursos tecnoldgicos também tém sido apropriados de forma nociva para a
manipulagdo informacional. Modelos de aprendizado de maquina e de geragdo de
linguagem natural permitem criar textos, imagens, videos e dudios altamente
convincentes, mas inteiramente falsificados, dificultando a identificagdo da veracidade
das informacodes (Allcott; Gentzkow, 2017).

Esse fenomeno tem impacto direto sobre a democracia, visto que a formacao da opinido
publica, a liberdade de expressao, o direito a informacao de qualidade e a estabilidade
do processo eleitoral passam a estar em risco. Além disso, o ambiente digital acelera a
circulagdo de contetidos, tornando as fake news um problema de escala global (Han,
2022).

A presente pesquisa busca analisar trés pontos centrais:
1. Como a inteligéncia artificial contribui para a dissemina¢ao de fake news;
2. Quais os impactos sociais e politicos desse fenomeno na democracia digital;

3. Quais medidas podem ser adotadas para conciliar liberdade de expressao,
inovagao tecnoldgica e protecao dos valores democraticos.

2. Inteligéncia Artificial e a Producdo de Fake News
2.1 Conceito e Tipos de Fake News

Fake news podem ser definidas como informacgdes deliberadamente falsas, criadas com
o0 objetivo de enganar, manipular ou obter vantagens politicas e econdmicas (Kapferer,
1993). Quando associadas a inteligéncia artificial, tornam-se ainda mais perigosas,
devido a capacidade de personalizacdo e rapida disseminagdo. Entre os principais
formatos estdo:

o Textos falsificados: artigos, posts em redes sociais € mensagens automatizadas
que simulam legitimidade;

o Deepfakes visuais: videos e imagens manipulados digitalmente, capazes de
atribuir a individuos falas e agdes inexistentes (Chesney; Citron, 2019);

e Audios sintetizados: vozes artificiais que imitam pessoas reais, gerando
mensagens enganosas de alto impacto emocional.

2.2 ATA como Ferramenta de Manipulac¢io

A inteligéncia artificial possibilita a andlise massiva de dados e a segmentagao
comportamental, permitindo que mensagens falsas sejam direcionadas de forma
estratégica a grupos especificos. Esse fenomeno, conhecido como microtargeting



politico, potencializa o impacto persuasivo das fake news, tornando a desinformacao
mais eficaz e dificil de detectar (Tufekci, 2017).

Chesney e Citron (2019) alertam que essa manipulagdo ameaca ndo apenas a
privacidade individual, mas também a seguranca nacional e a estabilidade do Estado
Democratico de Direito. A criacdo de ambientes digitais polarizados, a perda de
confianca nas instituigdes e a manipulagcdo de processos eleitorais tornam-se riscos
concretos.

3. Casos Relevantes
A gravidade do problema pode ser ilustrada por episodios recentes:

o« EUA (2016): a disseminagao de noticias falsas por meio de redes sociais,
associada ao escandalo da Cambridge Analytica, influenciou diretamente o
comportamento do eleitorado (Allcott; Gentzkow, 2017).

e Brasil (2018 e 2022): conteudos manipulados via bots e algoritmos foram
amplamente difundidos, personalizando mensagens conforme o perfil de cada
usuario (SaferNet, 2023).

e Unifo Europeia: campanhas de desinformacao internacional evidenciaram a
vulnerabilidade do bloco, que respondeu com politicas como o Digital Services
Act (European Union, 2022).

e Asia: casos na India e nas Filipinas demonstraram como a desinformacio digital
¢ utilizada para sustentar regimes autoritarios e manipular elei¢cdes (United
Nations, 2023).

4. Impactos na Democracia Digital
4.1 Liberdade de Expressao e Direito a Informacéo

A propagacdo de fake news geradas por IA tensiona diretamente a relacdo entre
liberdade de expressao ¢ direito a informacao veridica. Se por um lado a livre
circulagdo de ideias ¢ essencial para o debate democratico, por outro, a difusdo massiva
de mentiras mina a confianga da sociedade nas instituigdes € ameaca 0 processo
eleitoral (Sunstein, 2017).

4.2 Bolhas Informacionais e Polarizacao

O uso de algoritmos de recomendagao cria bolhas informacionais, nas quais usuarios
sdo0 expostos apenas a contetidos que confirmam suas crengas pré-existentes (Pariser,
2011). Essa segmentac¢do reduz o pluralismo, fortalece radicalismos e dificulta a
constru¢do de consensos democraticos.

4.3 Erosao da Confianca Democratica



A manipulacdo informacional via IA contribui para o descrédito das instituicdes e
fragiliza o Estado de Direito. Habermas (2003) ja alertava para os riscos de deterioragao
da esfera publica quando a comunicagao ¢ distorcida, e no contexto digital esses riscos
tornam-se ainda mais evidentes.

5. Estratégias de Combate
5.1 Educacio Digital

A alfabetizacdo midiatica e digital ¢ fundamental para capacitar cidadaos a identificar,
analisar criticamente e combater informagdes falsas. Politicas publicas e iniciativas
privadas podem fortalecer a avaliagdo de fontes e reduzir o impacto da desinformacao
(Lee, 2019).

5.2 Regulacio e Responsabilizacio

E necessério desenvolver legislacdes que responsabilizem tanto plataformas digitais
quanto individuos pela criagdo e disseminag@o de fake news. O desafio ¢ equilibrar o
combate a desinformagao com a preservacao das liberdades individuais, evitando
censura indevida (Brasil, 1988).

5.3 Cooperaciao Internacional

Como o ambiente digital transcende fronteiras, a cooperagao internacional ¢ essencial.
Organismos como a ONU e a Unido Europeia vém promovendo estratégias conjuntas
para monitorar e conter campanhas transnacionais de desinformagao (European Union,
2022; United Nations, 2023).

5.4 Tecnologias de Deteccio

O desenvolvimento de tecnologias de deteccao, baseadas em IA e blockchain, pode
auxiliar na identificacdo e sinalizacdo de conteudos falsos. Além disso, ferramentas de
fact-checking vém sendo integradas as plataformas digitais como forma de promover
transparéncia (Han, 2022).

6. Impactos Sociais e Psicologicos da Desinformacio

Além dos efeitos politicos e institucionais, a desinformacao produzida por inteligéncia
artificial também gera impactos sociais e psicologicos profundos. A exposi¢ao constante
a noticias falsas provoca ansiedade, medo e desconfian¢a generalizada entre os
cidaddos, criando um ambiente de inseguran¢a informacional (Han, 2022). Essa
sensacdo de instabilidade afeta diretamente a saude mental coletiva, principalmente em
periodos de crise politica ou sanitaria, como observado durante a pandemia de COVID-
19, quando conteudos falsos sobre vacinas circularam intensamente em diversas
plataformas (United Nations, 2023).



Outro ponto relevante ¢ o fendmeno conhecido como fadiga informacional, em que os
individuos, diante da enxurrada de informacdes contraditorias, deixam de buscar
noticias ou passam a desconfiar até de fontes confiaveis (Pariser, 2011). Esse processo
aprofunda a erosdo da confianca nas institui¢cdes jornalisticas e democraticas, tornando a
populagdo mais suscetivel a manipulagao.

Do ponto de vista social, as fake news também contribuem para o aumento de conflitos
interpessoais € comunitarios. Familias e grupos sociais tém sido divididos por crencas
opostas alimentadas por algoritmos de recomendacao, resultando em polarizaciao
emocional. Como observa Sunstein (2017), a fragmentacao da esfera publica ¢ um dos
maiores riscos para a democracia moderna, ja que dificulta a constru¢do de consensos e
o didlogo plural.

7. O Papel das Plataformas Digitais

Um aspecto central no debate sobre fake news ¢ o papel desempenhado pelas grandes
plataformas digitais, como Facebook, Twitter/X, YouTube e TikTok. Essas empresas,
movidas por interesses econdmicos e pela 16gica da monetizagdo da atencao,
frequentemente priorizam conteudos que geram maior engajamento, ainda que sejam
falsos ou sensacionalistas (Allcott; Gentzkow, 2017).

Por um lado, essas plataformas afirmam adotar medidas contra a desinformagdo, como
parcerias com agéncias de fact-checking, remog¢ado de contetidos nocivos e sinalizacdo
de informagdes enganosas. Por outro, enfrentam criticas por falta de transparéncia e pela
demora em agir diante de campanhas de manipulacao (Tufekci, 2017).

O dilema entre lucro e responsabilidade social torna-se evidente: algoritmos que
maximizam o tempo de permanéncia dos usudrios frequentemente promovem conteudos
polarizadores, contribuindo para a radicalizacao politica e a degradagao do debate
publico. Assim, a atuacdo dessas plataformas ¢ ambigua, e sua responsabilidade no
combate as fake news precisa ser regulamentada por legislacdes nacionais e
internacionais (European Union, 2022).

8. Desafios Eticos e Perspectivas Futuras

A discussao sobre fake news geradas por inteligéncia artificial também levanta questoes
¢éticas fundamentais. Entre os principais desafios estao:

o Responsabilidade algoritmica: quem deve ser responsabilizado pela circula¢dao
de informagdes falsas — as plataformas digitais, os desenvolvedores de A ou os
usuarios que compartilham o contetido?

o Transparéncia: a necessidade de tornar os algoritmos mais compreensiveis para
o publico, permitindo maior controle social sobre seu funcionamento (Tufekci,
2017).
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o Etica do design tecnolégico: empresas e desenvolvedores de IA precisam
adotar principios éticos na criacdo de sistemas, priorizando a protecao dos
direitos humanos e da democracia.

Perspectivas futuras apontam para a importancia da chamada governanca algoritmica,
que busca equilibrar inovagado tecnologica com responsabilidade social. Organizagdes
internacionais, como a ONU e a OCDE, ja discutem diretrizes para o uso ético da
inteligéncia artificial (United Nations, 2023).

No entanto, o grande desafio sera criar mecanismos eficazes que conciliem liberdade de
expressao, inovagao e protecdo da democracia. Como afirma Habermas (2003), a
vitalidade democratica depende da preservacao da esfera publica como espago de
deliberagao racional e plural. No século XXI, esse espago esta cada vez mais mediado
por algoritmos, o que exige vigilancia constante da sociedade civil, pesquisadores e
goVernos.

9. Consideracoes Finais

A era digital impde desafios inéditos a democracia e exige respostas inovadoras e
multidisciplinares. O combate as fake news mediadas por inteligéncia artificial
demanda:

e Educagdo digital continua;

o Legislagdo adequada e responsabilizacdo das plataformas;
e Cooperagao internacional;

e Inovacao tecnologica voltada a verificacao de informacdes.

Preservar a democracia implica regular sem reprimir, inovar sem manipular e proteger
sem censurar. Nesse contexto, a criminalizagdo especifica da manipulacao de
informagdes via IA pode ser um caminho para garantir que o desenvolvimento
tecnologico avance em sintonia com os direitos fundamentais e os valores democraticos.
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