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I ENCONTRO NACIONAL DE DIREITO DO FUTURO - 11 ENDIF
DIREITO PENAL E TECNOLOGIA I

Apresentacdo

O 1l Encontro Nacional de Direito do Futuro (I ENDIF), organizado pelo Centro

Universitario Dom Helder com apoio técnico do Conselho Nacional de Pesquisa e Pos-
graduagdo em Direito — CONPEDI, reafirma-se como um espaco qualificado de producéo,

didlogo e circulagdo do conhecimento juridico, reunindo a comunidade cientifica em torno de
um propdsito comum: pensar, com rigor metodol 6gico e sensibilidade social, os caminhos do
Direito diante das transformagfes que marcam o nosso tempo. Realizado nos dias 09 e 10 de
outubro de 2025, em formato integralmente on-line, 0 evento assumiu como tema geral

“Justica social e tecnolégica em tempos de incerteza’, convidando pesquisadoras e

pesquisadores a enfrentar criticamente os impactos da inovagéo tecnolégica, das novas
dindmicas sociais e das incertezas globais sobre as instituicdes juridicas e os direitos
fundamentais.

Nesta segunda edicdo, 0os niUmeros evidenciam a forca do projeto académico: 408 trabalhos
submetidos, com a participacdo de 551 pesquisadoras e pesquisadores, provenientes de 21
Estados da Federacdo, culminando na organizacdo de 31 e-books, que ora se apresentam a
comunidade cientifica. Essa coleténea traduz, em linguagem académica e compromisso
publico, a vitalidade de uma pesquisa juridica que ndo se limita a descrever problemas, mas
busca compreendé-los, explicar suas causas e projetar solucdes coerentes com a Constituigao,
com os direitos humanos e com os desafios contemporaneos.

A publicagdo dos 31 e-books materializa um processo coletivo que articula pluralidade
temética, densidade tedrica e seriedade cientifica. Os textos que compdem a coletanea
passaram por avaliacdo académica orientada por critérios de qualidade e imparcialidade, com
destaque para o método double blind peer review, que viabiliza a andlise inominada dos
trabalhos e exige o exame por, no minimo, dois avaliadores, reduzindo subjetividades e
preferéncias ideol bgicas. Essa opcdo metodol 6gica €, ab mesmo tempo, um gesto de respeito
aciéncia e uma afirmagdo de que a pesquisa juridica deve ser construida com transparéncia,
responsabilidade e abertura ao escrutinio critico.

O Il ENDIF também se insere em uma trgjetoria institucional ja consolidada: a primeira
edicéo, realizada em junho de 2024, reuniu centenas de pesquisadoras e pesquisadores e
resultou na publicagdo de uma coletanea expressiva, demonstrando que o Encontro se
consolidou, desde o inicio, como um dos maiores eventos cientificos juridicos do pais. A



continuidade do projeto, agora ampliada em escopo e capilaridade, reafirma a importancia de
se fortalecer ambientes académicos capazes de integrar graduacdo e pos-graduacdo, formar
novas geracdes de pesquisadoras e pesquisadores e promover uma cultura juridica
comprometida com arealidade social.

A programacédo cientifica do evento, organizada em painéis tematicos pela manha e Grupos
de Trabalho no periodo da tarde, foi concebida para equilibrar reflexdo tedrica, debate
publico e socializagdo de pesquisas. Nos painéis, temas como inteligéncia artificial e direitos
fundamentais, protecdo ambiental no sistema interamericano, protecdo de dados e heranca
digital foram tratados por especialistas convidados, em debates que ampliam repertérios e
conectam a producéo académica aos dilemas concretos vividos pela sociedade.

A programacdo cientifica do Il ENDIF foi estruturada em dois dias, 09 e 10 de outubro de
2025, combinando, no periodo da manhd, painéis tematicos com exposicdes de especialistas
e debates, e, no periodo da tarde, sessdes dos Grupos de Trabalho. No dia 09/10 (quinta-
feira), apds a abertura, as 09h, realizou-se o Painel |, dedicado aos desafios da atuacéo

processual diante da inteligéncia artificial (“Inteligencia artificial y desafios de derechos
fundamentales en el marco de la actuacion procesal”), com exposicado de Andrea Alarcédn

Pefia (Coldmbia) e debate conduzido por Caio Augusto Souza Lara. Em seguida, as 11h,

ocorreu o Painel 11, voltado a protecdo ambiental no Sistema Interamericano, abordando a
evolucdo da OC-23 ap novo marco da OC-32, com participacéo de Soledad Garcia Munoz
(Espanha) e Valter Moura do Carmo como palestrantes, sob coordenacdo de Ricardo

Stanziola Vieira. No periodo da tarde, das 14h as 17h, desenvolveram-se as atividades dos
Grupos de Trabalho, em ambiente virtual, com apresentacdo e discussdo das pesquisas

aprovadas.

No dia 10/10 (sexta-feira), a programacéo manteve a organizacdo: as 09h, foi realizado o
Paingl 111, sobre LGPD e aimportancia da protecdo de dados na sociedade de vigilancia, com
exposicdes de Lais Furuya e Jilia Mesquita e debate conduzido por Yuri Nathan da Costa
Lannes; as 11h, ocorreu o Painel 1V, dedicado ao tema da heranca digital e a figura do
inventariante digital, com apresentacdo de Felipe Assis Nakamoto e debate sob

responsabilidade de Tais Mallmann Ramos. Encerrando o evento, novamente no turno da
tarde, das 14h as 17h, seguiram-se as sessdes dos Grupos de Trabalho on-line, consolidando
0 espaco de socializacdo, critica académica e amadurecimento das investigaces apresentadas.

Ao tornar publicos estes 31 e-books, o Il ENDIF reafirma uma convicgéo essencial: ndo ha
futuro democrético para o Direito sem pesguisa cientifica, sem debate qualificado e sem
compromisso com a verdade metodoldgica. Em tempos de incerteza — tecnolgica, social,



ambiental e institucional —, a pesquisa juridica cumpre um papel civilizatorio: ilumina
problemas invisibilizados, gquestiona estruturas naturalizadas, qualifica politicas publicas,
tensiona 0 poder com argumentos e of erece horizontes normativos mais justos.

Registramos, por fim, nosso reconhecimento a todas e todos que tornaram possivel esta obra
coletiva— autores, avaliadores, coordenadores de Grupos de Trabalho, debatedores e equipe
organizadora—, bem como as instituicoes e redes académicas que fortalecem o ecossistema
da pesquisa em Direito. Que a leitura desta coletanea seja, a0 mesmo tempo, um encontro
com o que ha de mais vivo na producdo cientifica contemporénea e um convite a seguir
construindo, com coragem intelectual e responsabilidade publica, um Direito a altura do
NOSso tempo.

Belo Horizonte-M G, 16 de dezembro de 2025.

Prof. Dr. Paulo Umberto Stumpf — Reitor do Centro Universitario Dom Helder

Prof. Dr. Franclim Jorge Sobral de Brito — Vice-Reitor e Pro-Reitor de Graduacdo do Centro
Universitario Dom Helder

Prof. Dr. Caio Augusto Souza Lara — Pré-Reitor de Pesguisa do Centro Universitario Dom
Helder



INTELIGENCIA ARTIFICIAL A SERVICO DO CRIME: DESAFIOSE LIMITES
DO DIREITO PENAL

ARTIFICIAL INTELLIGENCE AT THE SERVICE OF CRIME: CHALLENGES
AND LIMITSOF CRIMINAL LAW

Gabridla Emanuele de Resende 1
Gisele Rondas Diniz Costa 2

Resumo

O uso da Inteligéncia Artificial (IA) por organizagdes criminosas cresce rapidamente,

desafiando o Direito Penal. Este trabalho analisa os limites da legislacdo pena brasileira
diante do uso da |A em crimes, destacando ainsuficiéncia do artigo 171-A do Codigo Penal,
gue trata da fraude eletronica. Apesar de tentativas juridicas, como decisdes do Tribunal de
Justica de S&o Paulo, a falta de tipificacBes especificas mostra a defasagem legislativa. Ha
urgéncia em reformas para acompanhar crimes cibernéticos impulsionados por A,

garantindo seguranca juridica e eficacia penal. Base tedrica Caio Augusto Souza Lara
(2019). Metodologia juridico-social.

Palavras-chave: Inteligéncia artificial, Direito penal, Crimes cibernéticos

Abstract/Resumen/Résumé

The use of Artificial Intelligence (Al) by criminal organizations is rapidly increasing,

challenging Criminal Law. This study analyzes the limitations of Brazilian criminal

legidlation regarding Al in crime, highlighting the insufficiency of Article 171-A of the Penal
Code, which addresses electronic fraud. Despite legal attempts, such as Sdo Paulo Court

decisions, the lack of specific typifications reveals legislative gaps. There is an urgent need
for reforms to address Al-driven cybercrimes, ensuring legal certainty and effective penal

enforcement. Theoretical framework: Caio Augusto Souza Lara (2019). Methodology: socio-

legal approach.

Keywor ds/Palabr as-claves/M ots-clés: Artificial intelligence, Criminal law, Cybercrimes
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1 CONSIDERACOES INICIAIS

A utilizagdo da Inteligéncia Artificial generativa (IA) tem se tornado cada vez mais
comum nas praticas criminosas, servindo como instrumento de facilitacdo para que ocorram
os crimes. Com 1isso, observa-se os desafios e limites que essa realidade impde ao Direito
Penal. O presente resumo expandido tem como propdsito analisar as consequéncias do uso da
IA, a servigo da criminalidade, destacando como os avangos tecnologicos potencializam a
consumagdo de condutas ilicitas e exigem uma reflexdo critica sobre a eficacia dos
instrumentos juridicos atuais. O presente resumo expandido tem como marco teodrico a tese de
Doutorado do Dr. Caio Augusto Souza Lara.

Quando se tem um meio de ocultar sua identidade, através de uma “capa do
anonimato”, o ato de cometer crimes se torna mais atrativo tendo em vista que o agente nao
precisa sair de casa para que o crime ocorra. O que mais agrava a situacao ¢ a dificuldade de
identificar os responsaveis. Como responsabilizar o individuo que cometeu um crime com o
auxilio da TA? A insuficiéncia das normas regulamentadoras da IA deixa a sociedade mais
vulneréavel para responder essas perguntas.

Ainda que, habitualmente, o publico-alvo dos estelionatirios seja pessoas mais
vulneraveis, com o auxilio da IA, qualquer individuo pode se tornar uma vitima em potencial.
Quem, de algum modo, ndo compreende o basico de A, estard exposto ao risco. Ao se falar
em potenciais vitimas ndo se restringe a um grupo especifico, entretanto, sdo especialmente
vulneréaveis os idosos e aqueles que apresentam dificuldades no uso da tecnologia. Contudo,
de que forma a Lei geral de protecdo de dados (LGPD) se aplica a essa realidade? Questiona-
se a eficacia do referido diploma quando a preven¢ao do vazamento de dados. Nesse cenério,
surge o seguinte problema da pesquisa: os crimes praticados com o uso da [A ficariam
impunes? A hipdtese inicial € ndo.

No tocante a metodologia da pesquisa, o presente resumo expandido utilizou, com
base na classificagdo de Gustin, Dias e Nicacio (2020), a vertente metodoldgica juridico-
social. Com relacdo ao tipo genérico de pesquisa, foi escolhido o tipo juridico-projetivo. Por
sua vez, o raciocinio desenvolvido na pesquisa foi predominantemente dialético. Quanto ao

género de pesquisa, adotou-se a pesquisa tedrica-bibliografica.
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2 ENTENDIMENTOS JURISPRUDENCIAIS

De acordo com varios julgados em instancias superiores, a decisdes dos
desembargadores tém sido cada vez mais claras e precisas quando se fala do uso da IA.
Segundo a jurisprudéncia do Tribunal de Justi¢ca de Sao Paulo (TJ-SP), no caso Luiz Gustavo

Ferreira Martins, da Colenda x 8* Camara de Direito Criminal, assim diz o acordao:

O crime de estelionato aqui processado, apesar de ndo ser praticado com violéncia,
possui altissimo grau de lesividade pelo incontavel nimero de vitimas em potencial.
[...] N&o tratamos aqui com estelionatarios que se utilizam apenas da inocéncia das
vitimas [...] aqui temos uma associa¢do criminosa que se utiliza de tecnologia de
ponta, inteligéncia artificial, dados pessoais obtidos através da internet e cujos
crimes foram praticados por agentes que se ocultam, (TJ-SP, 2024).

No trecho citado, ndo se trata de violéncia ou grave ameaca, e sim a preocupacao dos
desembargadores em virtude da elevada propor¢do de possiveis vitimas em potencial. A partir
da jurisprudéncia apresentada, observa-se que os tribunais brasileiros ja reconhecem a
complexidade dos crimes praticados com auxilio de Inteligéncia Artificial. A atuacao
criminosa, que antes se limitava a presenga fisica ou a interagdo direta com as vitimas, agora
se da de forma automatizada e remota, o que dificulta a identifica¢do dos autores e a repressao
penal. Como consequéncia, os julgadores tém adotado um entendimento mais amplo da
tipificagdo penal, especialmente no que se refere ao crime de estelionato, que passou a incluir
condutas sofisticadas viabilizadas pela tecnologia.

O artigo 171-A do Cédigo Penal, introduzido pela Lei n°® 14.155 (Brasil, 2021), trata
da fraude eletronica como um tipo auténomo ao estelionato. Embora tenha sido um avanco
normativo, esse dispositivo ainda ¢ insuficiente diante da complexidade dos crimes que
utilizam algoritmos, bots e sistemas autdonomos para enganar vitimas em massa. Assim, 0s
julgados acabam por suprir essa lacuna legislativa ao reconhecer o uso de IA como fator
agravante da conduta criminosa, considerando o elevado grau de sofisticagdao e lesividade
envolvido.

Outro ponto relevante nas decisdes judiciais ¢ a valorizagdo do contexto em que o
crime foi praticado. A tecnologia empregada pelos autores, somada a dificuldade de
rastreamento ¢ a quantidade de vitimas afetadas, tém levado os tribunais a enfatizarem a
periculosidade da conduta, mesmo quando ndo ha violéncia ou grave ameaca. Como
ressaltado pelo Tribunal de Justica de Sao Paulo, “a inteligéncia artificial ¢ um instrumento

que potencializa a fraude, tornando-a praticamente imperceptivel as vitimas” (Tribunal de
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justica de Sao Paulo, 2024). Dessa forma, o entendimento jurisprudencial se alinha a
necessidade de proteger bens juridicos tutelados, como o patrimO6nio e a seguranca
informacional.

Ha também uma tendéncia de os magistrados considerarem o uso de IA como um
indicio de organizagdo criminosa, sobretudo quando a pratica envolve divisdo de tarefas, uso
de dados pessoais e infraestrutura tecnoldgica. Em casos como o julgado pela 8* Camara de
Direito Criminal do TJ-SP, evidencia-se que ndo se trata de um ato isolado, mas de uma
estrutura delituosa complexa que exige resposta penal igualmente sofisticada. Essa
interpretagdo amplia a responsabilidade penal e pode justificar a aplicacdo de penas mais
severas. Ainda que, no caso concreto, ndo se trate de organizacdo criminosa, podera ser
configurado tipo de associagdo criminosa, com previsao no art. 288, caput do Codigo Penal
(Brasil, 1940).

Por fim, observa-se que os tribunais tém um papel essencial na construcdo de
solucdes juridicas diante da auséncia de regulamentagdes especificas. A jurisprudéncia, ao
reconhecer a gravidade dos crimes praticados com IA, contribui para um movimento de
atualizagdo do Direito Penal, mesmo que de forma ndo legislativa. Esse processo
interpretativo ¢ fundamental para evitar a sensacdo de impunidade e assegurar que a justica
acompanhe as transformacodes tecnologicas da sociedade. Contudo, a atuagdo judicial precisa
ser acompanhada por reformas legislativas que tragam maior seguranga juridica e delimitem
claramente os contornos do uso ilicito da Inteligéncia Artificial, em atencdo, inclusive, aos

principios da lesividade e da taxatividade.

3 A (IM)POSSIBILIDADE DE RESPONSABILIZACAO PENAL DA INTELIGENCIA
ARTIFICIAL

O avango da tecnologia tem provocado discussdes intensas sobre a possibilidade de
responsabilizar penalmente sistemas de Inteligéncia Artificial (IA) que, em determinados
contextos, tomam decisdes de maneira autdbnoma e podem causar danos juridicos relevantes.
Diante da crescente sofisticagdo dessas ferramentas, levanta-se a questdo: seria possivel
responsabilizar penalmente uma IA pelos atos que praticar? Ou a responsabilidade deve
sempre recair sobre um ser humano que a programou, utilizou ou negligenciou sua
supervisao?

Do ponto de vista do Direito Penal clédssico, a responsabilidade penal exige a

presenca de elementos subjetivos, como o dolo — consciéncia e vontade — ou a culpa —
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negligéncia, imprudéncia e impericia —. Tais atributos sdo caracteristicos de seres humanos,
nao de maquinas. A TA, mesmo em seus modelos mais avangados, opera com base em
algoritmos e padrdes estatisticos, sem consciéncia de suas agdes ou capacidade moral de
discernimento. A culpabilidade consiste em um juizo de reprovagdo direcionado a um agente
capaz de entender e agir conforme o Direito, excluindo assim entidades ndo humanas (Greco e
Sanches, 2021).

Na tentativa de lidar com esse impasse, parte da doutrina europeia tem discutido a
criacdo de uma “personalidade eletronica”, que concederia as I[A's um status juridico
semelhante ao das pessoas juridicas. Essa proposta, defendida em documento do Parlamento
Europeu (2017), visava permitir a responsabilizacdo civil e, eventualmente, penal de agentes
autobnomos. No entanto, essa ideia foi duramente criticada por juristas que apontam 0s riscos
de deslocar a responsabilidade dos individuos para entes artificiais sem consciéncia.

No contexto brasileiro, ndo ha previsdo legal que autorize a responsabiliza¢do penal
direta da IA. Isso implica que os crimes cometidos com o uso dessas tecnologias devem ser
imputados aos individuos que treinaram ou utilizaram o sistema para fins ilicitos. Nessa linha,
a responsabilizagdo recai sobre quem detinha o controle ou se beneficiava da conduta
criminosa, ainda que a execugao tenha ocorrido de forma automatizada.

A jurisprudéncia brasileira, embora ainda incipiente, tem adotado essa postura ao
enquadrar como autores os agentes humanos por tras das tecnologias utilizadas para a pratica
de crimes, como fraudes eletronicas ou disseminacdo de desinformacdo. A responsabilidade
penal, nesses casos, pode ser atribuida inclusive por omissao, nos termos do artigo 13, §2°, do
Codigo Penal (Brasil, 1940), quando o agente detinha o dever juridico de agir para evitar o
resultado. Assim, a negligéncia no desenvolvimento, supervisdo ou aplicagdo da IA pode
configurar crime, a depender do contexto.

Além disso, surgem propostas que buscam responsabilizar penalmente individuos
por falhas no controle da [A, mesmo quando ndo ha intencao dolosa. Um exemplo ¢ a adogao
da teoria do risco, inspirada no Direito Penal Econdmico, que admite responsabilizagdo com
base na criagdo de um perigo ndo controlado pela atividade tecnoldgica. O risco nao
controlado que resulta em um dano pode ser suficiente para justificar a responsabilidade
penal, mesmo na auséncia de inten¢do direta (Zaftaroni, 2014).

Portanto, ainda que a responsabilizagdo penal direta da IA seja, hoje, juridicamente
inviavel, o Direito Penal pode adaptar seus institutos para alcancar os responsaveis humanos
pelos crimes praticados com auxilio dessas tecnologias. Isso requer, no entanto, o

desenvolvimento de normas especificas que delimitem deveres de cuidado, obrigacdes de
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supervisdo e parametros de imputacdo subjetiva no uso de sistemas autdnomos. Apenas assim
sera possivel garantir seguranga juridica sem abrir espaco para a impunidade diante de
praticas criminosas sofisticadas. Segundo Lara (2019, p. 16), ""A tecnologia conquista cada
vez mais relevancia no espago social. Uma das mais relevantes discussdes no momento, para

0 universo juridico".

4 CONSIDERACOES FINAIS

Diante do exposto, € possivel perceber que o uso da Inteligéncia Artificial no
cometimento de crimes representa um dos maiores desafios contemporaneos enfrentados pelo
Direito Penal. A rapidez com que as tecnologias evoluem contrasta com a lentiddo das
reformas legislativas, o que gera inseguranca juridica e dificuldades praticas na
responsabilizacdo dos envolvidos. Ainda que existam dispositivos legais como o artigo 171-A
do Cédigo Penal, ndo sdo suficientes para abranger todas as nuances dos crimes cometidos
com o auxilio da IA.

A jurisprudéncia tem desempenhado um papel fundamental ao interpretar e aplicar o
Direito diante de situagdes inéditas, mas essa atuacdo ndo pode suprir, de forma definitiva, a
auséncia de normativas especificas. Isso evidencia que a jurisprudéncia, embora relevante na
aplicagdo do Direito, deve respeitar os limites legais e ndo substituir a fungdo legislativa. O
sistema penal brasileiro ainda carece de instrumentos mais claros, modernos e eficazes para
lidar com crimes tecnoldgicos complexos. A responsabilidade penal precisa estar bem
definida para evitar impunidade, mas também para garantir que ndo sejam violados principios
fundamentais.

Assim, conclui-se que ¢ urgente e indispensavel que o legislador brasileiro avance na
regulamentacdo do uso da Inteligéncia Artificial no campo penal. A responsabilizacdo direta
da TA ainda ¢ juridicamente invidvel, mas a responsabilizacdo dos agentes humanos
envolvidos deve ser fortalecida com normas que estabelecam deveres claros de controle,
supervisao e prevencdo. SO assim serd possivel garantir que o Direito Penal continue
exercendo sua funcdo de protecdo da sociedade, mesmo em um cendrio altamente

tecnologico.
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