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Il ENCONTRO NACIONAL DE DIREITO DO FUTURO -1l ENDIF
RISCO, ESG E DISRUPCAO TECNOLOGICA

Apresentacdo

O 1l Encontro Nacional de Direito do Futuro (I ENDIF), organizado pelo Centro

Universitario Dom Helder com apoio técnico do Conselho Nacional de Pesquisa e Pos-
graduagdo em Direito — CONPEDI, reafirma-se como um espaco qualificado de producéo,

didlogo e circulagdo do conhecimento juridico, reunindo a comunidade cientifica em torno de
um propdsito comum: pensar, com rigor metodol 6gico e sensibilidade social, os caminhos do
Direito diante das transformagfes que marcam o nosso tempo. Realizado nos dias 09 e 10 de
outubro de 2025, em formato integralmente on-line, 0 evento assumiu como tema geral

“Justica social e tecnolégica em tempos de incerteza’, convidando pesquisadoras e

pesquisadores a enfrentar criticamente os impactos da inovagéo tecnolégica, das novas
dindmicas sociais e das incertezas globais sobre as instituicdes juridicas e os direitos
fundamentais.

Nesta segunda edicdo, 0os niUmeros evidenciam a forca do projeto académico: 408 trabalhos
submetidos, com a participacdo de 551 pesquisadoras e pesquisadores, provenientes de 21
Estados da Federacdo, culminando na organizacdo de 31 e-books, que ora se apresentam a
comunidade cientifica. Essa coleténea traduz, em linguagem académica e compromisso
publico, a vitalidade de uma pesquisa juridica que ndo se limita a descrever problemas, mas
busca compreendé-los, explicar suas causas e projetar solucdes coerentes com a Constituigao,
com os direitos humanos e com os desafios contemporaneos.

A publicagdo dos 31 e-books materializa um processo coletivo que articula pluralidade
temética, densidade tedrica e seriedade cientifica. Os textos que compdem a coletanea
passaram por avaliacdo académica orientada por critérios de qualidade e imparcialidade, com
destaque para o método double blind peer review, que viabiliza a andlise inominada dos
trabalhos e exige o exame por, no minimo, dois avaliadores, reduzindo subjetividades e
preferéncias ideol bgicas. Essa opcdo metodol 6gica €, ab mesmo tempo, um gesto de respeito
aciéncia e uma afirmagdo de que a pesquisa juridica deve ser construida com transparéncia,
responsabilidade e abertura ao escrutinio critico.

O Il ENDIF também se insere em uma trgjetoria institucional ja consolidada: a primeira
edicéo, realizada em junho de 2024, reuniu centenas de pesquisadoras e pesquisadores e
resultou na publicagdo de uma coletanea expressiva, demonstrando que o Encontro se
consolidou, desde o inicio, como um dos maiores eventos cientificos juridicos do pais. A



continuidade do projeto, agora ampliada em escopo e capilaridade, reafirma a importancia de
se fortalecer ambientes académicos capazes de integrar graduacdo e pos-graduacdo, formar
novas geracdes de pesquisadoras e pesquisadores e promover uma cultura juridica
comprometida com arealidade social.

A programacédo cientifica do evento, organizada em painéis tematicos pela manha e Grupos
de Trabalho no periodo da tarde, foi concebida para equilibrar reflexdo tedrica, debate
publico e socializagdo de pesquisas. Nos painéis, temas como inteligéncia artificial e direitos
fundamentais, protecdo ambiental no sistema interamericano, protecdo de dados e heranca
digital foram tratados por especialistas convidados, em debates que ampliam repertérios e
conectam a producéo académica aos dilemas concretos vividos pela sociedade.

A programacdo cientifica do Il ENDIF foi estruturada em dois dias, 09 e 10 de outubro de
2025, combinando, no periodo da manhd, painéis tematicos com exposicdes de especialistas
e debates, e, no periodo da tarde, sessdes dos Grupos de Trabalho. No dia 09/10 (quinta-
feira), apds a abertura, as 09h, realizou-se o Painel |, dedicado aos desafios da atuacéo

processual diante da inteligéncia artificial (“Inteligencia artificial y desafios de derechos
fundamentales en el marco de la actuacion procesal”), com exposicado de Andrea Alarcédn

Pefia (Coldmbia) e debate conduzido por Caio Augusto Souza Lara. Em seguida, as 11h,

ocorreu o Painel 11, voltado a protecdo ambiental no Sistema Interamericano, abordando a
evolucdo da OC-23 ap novo marco da OC-32, com participacéo de Soledad Garcia Munoz
(Espanha) e Valter Moura do Carmo como palestrantes, sob coordenacdo de Ricardo

Stanziola Vieira. No periodo da tarde, das 14h as 17h, desenvolveram-se as atividades dos
Grupos de Trabalho, em ambiente virtual, com apresentacdo e discussdo das pesquisas

aprovadas.

No dia 10/10 (sexta-feira), a programacéo manteve a organizacdo: as 09h, foi realizado o
Paingl 111, sobre LGPD e aimportancia da protecdo de dados na sociedade de vigilancia, com
exposicdes de Lais Furuya e Jilia Mesquita e debate conduzido por Yuri Nathan da Costa
Lannes; as 11h, ocorreu o Painel 1V, dedicado ao tema da heranca digital e a figura do
inventariante digital, com apresentacdo de Felipe Assis Nakamoto e debate sob

responsabilidade de Tais Mallmann Ramos. Encerrando o evento, novamente no turno da
tarde, das 14h as 17h, seguiram-se as sessdes dos Grupos de Trabalho on-line, consolidando
0 espaco de socializacdo, critica académica e amadurecimento das investigaces apresentadas.

Ao tornar publicos estes 31 e-books, o Il ENDIF reafirma uma convicgéo essencial: ndo ha
futuro democrético para o Direito sem pesguisa cientifica, sem debate qualificado e sem
compromisso com a verdade metodoldgica. Em tempos de incerteza — tecnolgica, social,



ambiental e institucional —, a pesquisa juridica cumpre um papel civilizatorio: ilumina
problemas invisibilizados, gquestiona estruturas naturalizadas, qualifica politicas publicas,
tensiona 0 poder com argumentos e of erece horizontes normativos mais justos.

Registramos, por fim, nosso reconhecimento a todas e todos que tornaram possivel esta obra
coletiva— autores, avaliadores, coordenadores de Grupos de Trabalho, debatedores e equipe
organizadora—, bem como as instituicoes e redes académicas que fortalecem o ecossistema
da pesquisa em Direito. Que a leitura desta coletanea seja, a0 mesmo tempo, um encontro
com o que ha de mais vivo na producdo cientifica contemporénea e um convite a seguir
construindo, com coragem intelectual e responsabilidade publica, um Direito a altura do
NOSso tempo.

Belo Horizonte-M G, 16 de dezembro de 2025.

Prof. Dr. Paulo Umberto Stumpf — Reitor do Centro Universitario Dom Helder

Prof. Dr. Franclim Jorge Sobral de Brito — Vice-Reitor e Pro-Reitor de Graduacdo do Centro
Universitario Dom Helder

Prof. Dr. Caio Augusto Souza Lara — Pré-Reitor de Pesguisa do Centro Universitario Dom
Helder



PANOPTICO DIGITAL E RACISMO ALGORi:I'MICO: O RECONHECIMENTO
FACIAL COMO INSTRUMENTO DE VIGILANCIA, CONTROLE SOCIAL E
RISCO A DIGNIDADE DA PESSOA HUMANA

THE DIGITAL PANOPTICON AND ALGORITHMIC RACISM: FACIAL
RECOGNITION ASA MECHANISM OF SURVEILLANCE, SOCIAL CONTROL,
AND A THREAT TO HUMAN DIGNITY

Cassius Guimaraes Chai 1
Manoel Ferreira Ramos?2
Wanessa Cristina Lindoso Costa 3

Resumo

A presente pesguisa examina os riscos do uso do reconhecimento facial em contextos de
seguranca publica no Brasil, com énfase em seus efeitos discriminatorios sobre grupos
vulnerabilizados, sobretudo a populacdo negra. Fundamentada nas nocdes de racismo
estrutural, sociedade do risco, panoptismo digital e necropolitica, busca-se compreender de
gue modo tecnologias, sob 0 manto de pretensa neutralidade, intensificam préaticas de
vigilancia e controle social, em colisdo com a dignidade da pessoa humana. A metodologia
combina andlise bibliogréfica, documental e estudo de casos. Espera-se evidenciar impactos
ético-juridicos, avaliar propostas legislativas e suscitar diretrizes que conciliem inovacéo
tecnologica e direitos fundamentais.

Palavras-chave: Reconhecimento facil, Racismo algoritmico, Panoptismo digital, Sociedade
do risco, Necropolitica

Abstract/Resumen/Résumé

This research examines the risks of using facial recognition in public security contexts in
Brazil, focusing on its discriminatory effects on vulnerable groups, especially the black
population. Based on the notions of structural racism, risk society, digital panopticism, and
necropolitics, we seek to understand how technologies, under the guise of ostensible
neutrality, intensify practices of surveillance and social control, in conflict with human

1 Doutor em Direito (UFMG/Cardozo-Y eshiva), Mestre e Graduado pela UFMG/UFMA.. Professor da UFMA e
PPGD/FDV, membro do Ministério Pdblico do Maranh&o. E-mail: cassius.chai@ufma.br.

2 Doutorando em Direito (Estécio de S4). Mestre pela UFMA e Girona. Pés-graduado em Decisdo Judicia
(ESMAM). Graduado em Direito, Jornalismo e Pedagogia. Anaista Judicidrio/TIMA. E-mail: mframos@tjma.
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3 Graduada em Direito (UFMA). Pés-graduada em Direito Processual Civil (UniFAVENI). Advogada,
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dignity. The methodology combines bibliographic and documentary analysis with case
studies. Intends to examine ethical and legal impacts, evaluate legislative proposals, and
propose guidelines that reconcile technological innovation and fundamental rights.

K eywor ds/Palabr as-claves/M ots-clés. Facia recognition, Algorithmic racism, Digital
panopticism, Risk society, Necropolitics
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1 INTRODUCAO

Cumpre salientar que a difusdo das tecnologias de reconhecimento facial, sob a égide
de uma suposta neutralidade algoritmica, insere-se em um cenario marcado pelo racismo
estrutural e pela seletividade penal. Nesse diapasdo, torna-se imperioso problematizar de que
modo tais sistemas, em lugar de promoverem seguranca e eficiéncia, podem reproduzir e
intensificar praticas discriminatdrias, em flagrante colisdo com o principio da dignidade da
pessoa humana.

Paralelo a isso, o epicentro da problematica desta pesquisa consiste em analisar em
que medida o reconhecimento facial, quando implementado de forma acritica, engendra um
estado de coisas inconstitucional, notadamente pela violagdo sistematica de direitos
fundamentais.

Para tanto, a investigacdo toma por marcos teoricos o conceito de racismo estrutural,
a teoria da sociedade do risco de Ulrich Beck e o paradigma panoptico de Jeremy Bentham
recontextualizado por Michel Foucault, o qual se mostra sobremaneira adequado para
compreender os mecanismos de vigilancia algoritmica. Soma-se a esses referenciais a
contribuicao de Achille Mbembe, especialmente no que se refere a necropolitica.

Tem-se como objetivo geral examinar de que modo as tecnologias de
reconhecimento facial reproduzem padrdoes de discriminagdo racial e configuram riscos
multiplos a dignidade da pessoa humana em contextos de seguranga publica. De modo
especifico, busca-se identificar os impactos desproporcionais dessa tecnologia sobre grupos
historicamente vulnerabilizados, com énfase na popula¢do negra; em seguida, analisar casos
publicizados que evidenciem falhas do reconhecimento facial e suas consequéncias; e, em
derradeiro, sugerir diretrizes que compatibilizem inovagdo tecnologica e protecao de direitos
fundamentais.

A justificativa se da no entrelacamento entre a realidade nacional e os compromissos
assumidos pelo Brasil perante a Agenda 2030 da Organizagdo das Na¢des Unidas (ONU),
mormente no que tange aos Objetivos de Desenvolvimento Sustentavel 10 (reducao das
desigualdades), 11 (cidades sustentaveis) e 16 (paz, justica e instituicdes eficazes). Destarte, a
pesquisa revela-se oportuna e necessaria, ndo apenas por seu ineditismo, mas também pelo
potencial de contribuir para o debate regulatério em torno da inteligéncia artificial.

Nesse cenario, almeja-se, a titulo de resultados esperados, demonstrar empiricamente
a forma pela qual o reconhecimento facial reforca o racismo algoritmico e aprofunda

desigualdades ja consolidadas no tecido social, bem como oferecer subsidios teoricos e
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praticos aptos a fundamentar uma regulacdo democratica, que, em consonancia com a Agenda

2030, concilie seguranga publica, inovagao tecnologica e tutela dos direitos fundamentais.

2 METODOLOGIA

Em termos de metodologia, a investigagdo orienta-se por uma abordagem qualitativa,
de natureza exploratoria e analitico-descritiva, cujo proposito consiste em apreender
criticamente as multiplas dimensdes éticas, juridicas e sociais implicadas no uso de
tecnologias de reconhecimento facial em contextos de seguranga publica. Para tanto, sera
realizada uma pesquisa bibliografica e documental, com o exame sistematico de obras
doutrinarias, artigos cientificos, relatorios técnicos de organizagdes internacionais e

documentos oficiais produzidos por érgaos de controle e de defesa de direitos humanos.

3 RESULTADOS E DISCUSSAO

Cumpre salientar, de inicio, que o debate em torno do racismo algoritmico nao se
restringe ao plano teodrico, sendo possivel elencar exemplos praticos que desvelam a gravidade
do fenomeno. Em 2015, o programador Jacky Alciné noticiou que fotografias com sua
companheira, quando processadas pela plataforma Google Photos, foram indevidamente
classificadas pelo sistema como “gorilas™'.

O episodio, amplamente noticiado, deixou patente que bancos de dados gerenciados
por algoritmos ndo operam sob uma légica neutra ou objetiva, mas reproduzem, de maneira
estrutural, preconceitos inscritos na sociedade. Assim, em lugar de mitigarem desigualdades,
os sistemas de reconhecimento e classificagdo de imagens tendem a reforga-las, perpetuando a
seletividade racial em novas roupagens tecnoldgicas.

Com efeito, no caso em apreco, pode ter ocorrido limitagdo dos padrdes de
treinamento, associacdo racista voluntdria em etapas de programacao, falhas graves nos testes
prévios ou, ainda, desidia com as consequéncias éticas de tal equivoco. Qualquer que seja a
resposta, o episodio ilustra, de forma inconteste, a apropriagdao de uma tecnologia que, em vez
de neutralizar distor¢des sociais, acaba por refletir e reforgar preconceitos estruturais
historicamente enraizados, reproduzindo, assim, a logica excludente ditada pela maioria.

A esse respeito, Silva (2022) o conceitua como a forma pela qual tecnologias e

imaginarios sociotécnicos, estruturados a partir de uma matriz cultural moldada pelos ditames

' Compreenda melhor o caso em:
https://www.terra.com.br/byte/google-fotos-identifica-pessoas-negras-como-gorilas, 1 fc48c2b7559103e43ef44dc
dc16787el2tORCRD.html?utm_source=clipboard
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da supremacia branca, orientam fungdes algoritmicas que resultam na reproducdo de
hierarquias sociais e na intensificacdo da violéncia contra minorias marginalizadas.

E forcoso reconhecer também que, conforme ensina Almeida (2018), o racismo nao
se limita a condutas individuais, mas se enraiza nas instituicdes e praticas sociais que
estruturam a vida em sociedade, reproduzindo desigualdades de forma continua e persistente.
Sob tal perspectiva, quando aplicados em contextos ja atravessados por discriminagdes
histéricas, os sistemas de reconhecimento facial ndo apenas intensificam preconceitos
preexistentes, mas também se convertem em instrumentos de atualizagdo tecnoldgica da
seletividade penal.

Nao por acaso, como oportunamente destaca Neris (2025), trata-se de um fendomeno
de racismo algoritmico, no qual os erros da maquina nao se distribuem de forma aleatoria,
mas, ao reveés, incidem de modo reiterado e mais gravoso sobre corpos negros e periféricos.
Dessarte, ainda que se anunciem sob a promessa de imparcialidade, tais sistemas sdo
concebidos a partir de bases de dados enviesadas e, por conseguinte, internalizam e
reproduzem a propria ldgica discriminatdria que atravessa a estrutura social.

Nesse sentido, em 2022, o ator norte americano Michael B. Jordan foi reconhecido
como suspeito da chacina de Sapiranga, que causou a morte de cinco pessoas, no Ceard, em
25 de dezembro de 2021. Michal, famoso pelos filmes “Creed: Nascido para Lutar” (2015) e
“Pantera Negra” (2018), ao ser envolvido no episddio criminoso, demonstra o erro no método
de reconhecimento facial utilizado pela policia brasileira®.

Soma-se, ainda, o que vivenciou a auxiliar administrativa Taislaine Santos, abordada
por policiais militares, no dia 4 de novembro de 2024, em uma prévia carnavalesca em
Aracaju (Sergipe), identificada pelo reconhecimento facial como foragida da justica. Taislaine
foi detida pela policia que estava no local, apreenderam seu celular, foi retirada do local
contra vontade e sem saber a razdo. Apds, autoridades responsaveis pelo ocorrido
reconheceram falhas no sistema de identificagio facil’.

No mesmo sentido, Jodo Antdnio, professor de educagdo fisica, 23 anos, durante uma

partida de futebol entre Confianga e Sergipe, também em Aracaju, foi identificado pelo

2 Entenda melhor acessando:

https://www.em.com.br/app/noticia/diversidade/2022/01/07/noticia-diversidade, 1 336086/foto-de-michael-b-jord
an-aparece-entre-suspeitos-de-chacina.shtml.

3 Para entender melhor, acesse:
https://oglobo.globo.com/brasil/noticia/2024/01/05/vivi-para-contar-me-confundiram-duas-vezes-com-uma-forag
ida-na-mesma-festa-diz-jovem-alvo-de-reconhecimento-facial.ghtml.
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reconhecimento facial das cameras de seguranca, como criminoso. Sendo conduzido por cinco
policiais militares sem qualquer qualquer espago para defesa’.

Tais casos possuem um elemento em comum: ocorreram com pessoas negras. Acerca
dessa constatacdo, a Rede de Observatorios da Seguranca monitorou, entre marco e outubro
de 2019, situagdes de prisoes e abordagem realizadas a partir de reconhecimento facial, tendo
verificado que em 90,5% dos casos tratava-se de pessoas negras. Nesse periodo foram presas
151 pessoas com base nessa tecnologia. Portanto, o reconhecimento facial apresenta-se como
elemento tecnologico que acaba por mascarar o velho e conhecido racismo, fomentando um
sistema jurisdicional que continua a criminalizar as minorias (Nunes, 2019).

Sob esse prisma, Possa (2021) defende que o uso acritico da tecnologia pode
configurar um verdadeiro estado de coisas inconstitucional digital, dado que envolve
violagdes massivas e sistematicas de direitos fundamentais sem resposta estatal eficaz.

Por conseguinte, Neris (2025) observa que o uso do reconhecimento facial em
seguranga publica representa um desafio democratico de primeira ordem, na medida em que
acarreta a ampliagdo da criminalizacdo da pobreza e a estigmatizagdo de grupos
vulnerabilizados. De igual modo, Costa, Araujo ¢ Mourao (2025) sublinham que tal pratica
colide frontalmente com direitos fundamentais, instaurando um ambiente de permanente
inseguranga juridica. A vista disso, ¢ de rigor reconhecer que a neutralidade algoritmica
revela-se falaciosa, resultando, em termos concretos, na perpetuagdo do racismo estrutural.

Na medida em que o debate ndo deve circunscrever-se ao plano empirico, mostra-se
imprescindivel articula-lo com referenciais tedricos que permitam descortinar suas dimensdes
ocultas. A teoria da sociedade do risco, formulada por Beck (2010), explicita que vivemos em
um contexto no qual os riscos ndo decorrem apenas de forgas naturais, mas sobretudo de
decisdes humanas e de inovagdes tecnologicas.

A guisa de exemplo, os riscos criados pelo reconhecimento facial ndo se distribuem
uniformemente, mas, concentram-se sobre popula¢des vulnerabilizadas. Outrossim, Costa e
Kremer (2022) ressaltam que a seletividade algoritmica ndo pode ser interpretada como
equivoco técnico, mas como expressao de uma racionalidade estatal que privilegia o
paradigma da seguranca e da vigilancia em detrimento da tutela dos direitos fundamentais.

Nesse diapasdo, o paradigma panoptico de Jeremy Bentham, reinterpretado por
Michel Foucault (2014), expde como o poder disciplinar se sustenta na vigilancia continua,

capaz de produzir obediéncia sem necessidade de coercao direta. O reconhecimento facial

4 Maiores informagdes em:
https://tvbrasil.ebc.com.br/reporter-brasil-tarde/2024/04/reconhecimento-facial-homem-e-preso-por-engano.
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atualiza esse paradigma no ambito tecnolodgico contemporaneo, conformando aquilo que
Fornasier, Silva e Brun (2024) denominam panéptico digital, isto é, uma arquitetura de
vigilancia que, transposta ao meio digital, amplia exponencialmente os mecanismos de
controle social

A luz desse cenério, ¢ de se notar que a problematica ndo se restringe ao Ambito
interno, mas compromete compromissos internacionais assumidos pelo Brasil no marco da
Agenda 2030 da ONU. Com efeito, a seletividade racial e a violacao de direitos fundamentais
por meio do reconhecimento facial colidem com o ODS 10, que preconiza a redu¢do das
desigualdades; fragilizam o ODS 11, voltado a constru¢cdo de cidades seguras, resilientes e
inclusivas; e vulneram o ODS 16, que objetiva promover paz, justiga ¢ instituigdes eficazes.

Destarte, a permanéncia de tais praticas ndo apenas perpetua o racismo estrutural,
mas também inviabiliza a consecu¢do de metas globais, reiterando a urgéncia de uma
regulagdo das tecnologias de vigilancia. E nesse contexto que se insere a contribuicdo de
Achille Mbembe (2018), cujo conceito de necropolitica revela como as tecnologias de
vigilancia ndo apenas disciplinam corpos, como descrito por Foucault, mas também
selecionam quais vidas sdao tornadas descartaveis, precarizadas ou mais expostas a violéncia
institucional.

No plano das propostas regulatorias, impende sublinhar que que o debate sobre o
reconhecimento facial avance da mera dentncia de seus efeitos discriminatorios para a
formulacdo de diretrizes que conciliem inovacdo tecnologica e tutela de direitos
fundamentais. Dentre as diretrizes indispensaveis, destacam-se a necessidade de avaliagdes de
impacto algoritmico, a limitacdo de uso a contextos estritamente proporcionais, a
transparéncia das bases de dados e a criacdo de instancias independentes de controle.

Tais parametros encontram ressonancia em experiéncias internacionais, notadamente
no Artificial Intelligence Act da Unido Europeia, que inaugura um modelo normativo global
ao classificar os sistemas de inteligéncia artificial conforme seus niveis de risco e ao
estabelecer restrigdes rigorosas ao reconhecimento facial em ambientes publicos. No Brasil,
entretanto, inexiste marco legal especifico, isso porque discute-se o Projeto de Lei (PL) n.
2338/2023, ainda sem aprovacdo, de modo que a Unica referéncia normativa permanece sendo
a Lei Geral de Prote¢ao de Dados (Lei n. 13.709/2018), claramente insuficiente para enfrentar
os riscos estruturais do racismo algoritmico e da vigilancia em massa

Ante o exposto, considerando a perspectiva até aqui trilhada, é possivel qualificar
esse fendomeno como uma verdadeira necropolitica algoritmica, na medida em que os sistemas

de reconhecimento facial ndo apenas reproduzem, mas também potencializam logicas
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historicas de exclusdo, sempre sob o manto da objetividade técnica. Dessa forma, ndo se deve
olvidar que o reconhecimento facial funciona, em tultima andlise, como instrumento de
governamentalidade racializada, capaz de definir quem tem direito a circulagdo e quem

permanece sob suspei¢cdo permanente.

4 CONCLUSOES

Em arremate, cumpre salientar que o reconhecimento facial ndo pode ser tomado
como tecnologia neutra ou isenta de valores, mas como dispositivo que, em sociedades
marcadas por desigualdades histdricas, tende a reproduzir e intensificar formas de exclusdo. A
presumida objetividade algoritmica revela-se iluséria diante dos episodios que evidenciam
seletividade racial e criminalizagdo desproporcional de pessoas negras e periféricas,
convertendo a inovagdo em vetor de injusti¢a social.

A vista disso, a crescente adogdo desses sistemas em politicas de seguranga publica,
estendendo-se inclusive a espacgos privados e a situagdes ordinarias do cotidiano, faz emergir
dilemas éticos de elevada complexidade. Sobressai, entre eles, a indagacdo acerca de se tais
instrumentos, sob a roupagem da modernizagdo, ndo estariam a reforcar preconceitos
enraizados e a perpetuar formas sofisticadas de violéncia simbolica e institucional contra
populagdes historicamente marginalizadas.

A teoria da sociedade do risco, o paradigma do panoptismo digital e a necropolitica
revelam, em conjunto, que tais tecnologias ndo se limitam a dimensdo técnica, mas
configuram problema eminentemente ético, juridico e politico, na medida em que instauram
novas modalidades de controle social seletivo e de precarizagao da vida.

A guisa de fechamento, torna-se patente a urgéncia de um marco regulatorio nacional
que discipline, de modo democratico e transparente, o uso do reconhecimento facial. A
experiéncia europeia, com o Artificial Intelligence Act, demonstra ser possivel compatibilizar
inovacdo tecnoldgica e prote¢dao de direitos fundamentais ao impor restrigdes severas a usos
de alto risco.

O Brasil, contudo, permanece em um vacuo legislativo, ante a auséncia de norma
especifica e a insuficiéncia da legislacdo vigente, o que fragiliza a tutela de direitos e perpetua
o risco do racismo estrutural. Nesse cenario, a continuidade indiscriminada dessa tecnologia
ndo apenas tensiona garantias constitucionais, mas compromete igualmente os compromissos
assumidos perante a Agenda 2030 da ONU, em especial os ODS 10, 11 e 16. Impde-se, pois,
reflexdo critica e regulagdo democrética, sob pena de que a promessa de moderniza¢do

tecnologica converta-se em obstaculo a dignidade da pessoa humana.
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