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Il ENCONTRO NACIONAL DE DIREITO DO FUTURO -1l ENDIF
RISCO, ESG E DISRUPCAO TECNOLOGICA

Apresentacdo

O 1l Encontro Nacional de Direito do Futuro (I ENDIF), organizado pelo Centro

Universitario Dom Helder com apoio técnico do Conselho Nacional de Pesquisa e Pos-
graduagdo em Direito — CONPEDI, reafirma-se como um espaco qualificado de producéo,

didlogo e circulagdo do conhecimento juridico, reunindo a comunidade cientifica em torno de
um propdsito comum: pensar, com rigor metodol 6gico e sensibilidade social, os caminhos do
Direito diante das transformagfes que marcam o nosso tempo. Realizado nos dias 09 e 10 de
outubro de 2025, em formato integralmente on-line, 0 evento assumiu como tema geral

“Justica social e tecnolégica em tempos de incerteza’, convidando pesquisadoras e

pesquisadores a enfrentar criticamente os impactos da inovagéo tecnolégica, das novas
dindmicas sociais e das incertezas globais sobre as instituicdes juridicas e os direitos
fundamentais.

Nesta segunda edicdo, 0os niUmeros evidenciam a forca do projeto académico: 408 trabalhos
submetidos, com a participacdo de 551 pesquisadoras e pesquisadores, provenientes de 21
Estados da Federacdo, culminando na organizacdo de 31 e-books, que ora se apresentam a
comunidade cientifica. Essa coleténea traduz, em linguagem académica e compromisso
publico, a vitalidade de uma pesquisa juridica que ndo se limita a descrever problemas, mas
busca compreendé-los, explicar suas causas e projetar solucdes coerentes com a Constituigao,
com os direitos humanos e com os desafios contemporaneos.

A publicagdo dos 31 e-books materializa um processo coletivo que articula pluralidade
temética, densidade tedrica e seriedade cientifica. Os textos que compdem a coletanea
passaram por avaliacdo académica orientada por critérios de qualidade e imparcialidade, com
destaque para o método double blind peer review, que viabiliza a andlise inominada dos
trabalhos e exige o exame por, no minimo, dois avaliadores, reduzindo subjetividades e
preferéncias ideol bgicas. Essa opcdo metodol 6gica €, ab mesmo tempo, um gesto de respeito
aciéncia e uma afirmagdo de que a pesquisa juridica deve ser construida com transparéncia,
responsabilidade e abertura ao escrutinio critico.

O Il ENDIF também se insere em uma trgjetoria institucional ja consolidada: a primeira
edicéo, realizada em junho de 2024, reuniu centenas de pesquisadoras e pesquisadores e
resultou na publicagdo de uma coletanea expressiva, demonstrando que o Encontro se
consolidou, desde o inicio, como um dos maiores eventos cientificos juridicos do pais. A



continuidade do projeto, agora ampliada em escopo e capilaridade, reafirma a importancia de
se fortalecer ambientes académicos capazes de integrar graduacdo e pos-graduacdo, formar
novas geracdes de pesquisadoras e pesquisadores e promover uma cultura juridica
comprometida com arealidade social.

A programacédo cientifica do evento, organizada em painéis tematicos pela manha e Grupos
de Trabalho no periodo da tarde, foi concebida para equilibrar reflexdo tedrica, debate
publico e socializagdo de pesquisas. Nos painéis, temas como inteligéncia artificial e direitos
fundamentais, protecdo ambiental no sistema interamericano, protecdo de dados e heranca
digital foram tratados por especialistas convidados, em debates que ampliam repertérios e
conectam a producéo académica aos dilemas concretos vividos pela sociedade.

A programacdo cientifica do Il ENDIF foi estruturada em dois dias, 09 e 10 de outubro de
2025, combinando, no periodo da manhd, painéis tematicos com exposicdes de especialistas
e debates, e, no periodo da tarde, sessdes dos Grupos de Trabalho. No dia 09/10 (quinta-
feira), apds a abertura, as 09h, realizou-se o Painel |, dedicado aos desafios da atuacéo

processual diante da inteligéncia artificial (“Inteligencia artificial y desafios de derechos
fundamentales en el marco de la actuacion procesal”), com exposicado de Andrea Alarcédn

Pefia (Coldmbia) e debate conduzido por Caio Augusto Souza Lara. Em seguida, as 11h,

ocorreu o Painel 11, voltado a protecdo ambiental no Sistema Interamericano, abordando a
evolucdo da OC-23 ap novo marco da OC-32, com participacéo de Soledad Garcia Munoz
(Espanha) e Valter Moura do Carmo como palestrantes, sob coordenacdo de Ricardo

Stanziola Vieira. No periodo da tarde, das 14h as 17h, desenvolveram-se as atividades dos
Grupos de Trabalho, em ambiente virtual, com apresentacdo e discussdo das pesquisas

aprovadas.

No dia 10/10 (sexta-feira), a programacéo manteve a organizacdo: as 09h, foi realizado o
Paingl 111, sobre LGPD e aimportancia da protecdo de dados na sociedade de vigilancia, com
exposicdes de Lais Furuya e Jilia Mesquita e debate conduzido por Yuri Nathan da Costa
Lannes; as 11h, ocorreu o Painel 1V, dedicado ao tema da heranca digital e a figura do
inventariante digital, com apresentacdo de Felipe Assis Nakamoto e debate sob

responsabilidade de Tais Mallmann Ramos. Encerrando o evento, novamente no turno da
tarde, das 14h as 17h, seguiram-se as sessdes dos Grupos de Trabalho on-line, consolidando
0 espaco de socializacdo, critica académica e amadurecimento das investigaces apresentadas.

Ao tornar publicos estes 31 e-books, o Il ENDIF reafirma uma convicgéo essencial: ndo ha
futuro democrético para o Direito sem pesguisa cientifica, sem debate qualificado e sem
compromisso com a verdade metodoldgica. Em tempos de incerteza — tecnolgica, social,



ambiental e institucional —, a pesquisa juridica cumpre um papel civilizatorio: ilumina
problemas invisibilizados, gquestiona estruturas naturalizadas, qualifica politicas publicas,
tensiona 0 poder com argumentos e of erece horizontes normativos mais justos.

Registramos, por fim, nosso reconhecimento a todas e todos que tornaram possivel esta obra
coletiva— autores, avaliadores, coordenadores de Grupos de Trabalho, debatedores e equipe
organizadora—, bem como as instituicoes e redes académicas que fortalecem o ecossistema
da pesquisa em Direito. Que a leitura desta coletanea seja, a0 mesmo tempo, um encontro
com o que ha de mais vivo na producdo cientifica contemporénea e um convite a seguir
construindo, com coragem intelectual e responsabilidade publica, um Direito a altura do
NOSso tempo.

Belo Horizonte-M G, 16 de dezembro de 2025.
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Prof. Dr. Franclim Jorge Sobral de Brito — Vice-Reitor e Pro-Reitor de Graduacdo do Centro
Universitario Dom Helder
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VOZESALGORITMICAS E SILENCIOS SOCIAIS: A LINGUAGEM
ALGORITMICA COMO ESPACO DE (RE)PRODUCAO DE EXCLUSOES
INTERSECCIONAIS E DESAFIOS PARA OSDIREITOSFUNDAMENTAIS

ALGORITHMIC VOICESAND SOCIAL SILENCES: ALGORITHMIC LANGUAGE
AS A SPACE OF (RE)PRODUCTION OF INTERSECTIONAL EXCLUSIONS AND
CHALLENGESTO FUNDAMENTAL RIGHTS

Fernanda Carolina Gomes Pataro De Queiroz Cunha
Mar cella Pinto de Almeida

Resumo

O artigo analisa criticamente a insercdo da inteligéncia artificial generativa no campo
juridico, destacando os riscos de reproducdo de desigualdades estruturais por meio da
linguagem algoritmica. Argumenta-se que modelos de linguagem, treinados em bases de
dados atravessadas por hierarquias histéricas, tendem a cristalizar estigmas sociais e reiterar
silenciamentos, sobretudo em contextos interseccionais que articulam classe, raga, género e
regionalismo, como na estigmatizacdo de nordestinos no Brasil. Amparado em Foucault,
Butler e Bourdieu, sustenta-se que a linguagem n&o apenas descreve, mas performa
realidades sociais e juridicas, sendo internalizada pela |A como estatistica probabilistica
apresentada como neutralidade.

Palavras-chave: Palavras-chave: inteligéncia artificial, Linguagem algoritmica,
Interseccionalidade, Direitos fundamentais, Justica social

Abstract/Resumen/Résumé

This article critically analyzes the integration of generative artificial intelligence into the
legal field, highlighting the risks of reproducing structural inequalities through algorithmic
language. It argues that language models, trained on datasets embedded with historical
hierarchies, tend to crystallize social stigmas and reinforce silencing, particularly in
intersectional contexts that combine class, race, gender, and regionalism, as in the
stigmatization of Northeastern Brazilians. Drawing on Foucault, Butler, and Bourdieu, it is
argued that language does not merely describe but performs social and legal realities, being
internalized by Al as probabilistic statistics presented as neutrality.

K eywor ds/Palabr as-claves/M ots-clés. Keywords: artificial intelligence, Algorithmic
language, Intersectionality, Fundamental rights, Social justice
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1 INTRODUCAO

A consolidagdo de sistemas de inteligéncia artificial generativa, notadamente os modelos
de linguagem de grande porte, inaugura um capitulo decisivo nas relagdes entre tecnologia e
Direito. A promessa de eficiéncia, padronizagao e acesso ampliado a informacao juridica vem
acompanhada de um problema estrutural: a ndo neutralidade da linguagem algoritmica e o seu
potencial de reproduzir e amplificar desigualdades ja presentes nas bases de dados que a treinam
(Noble, 2018; Crawford, 2021; Pasquale, 2015). Em outras palavras, quando a maquina
“aprende” com o passado, internaliza também hierarquias simbolicas e padrdoes de exclusdo
historicamente constituidos.

A questdo se torna mais aguda ao olharmos pela lente dos direitos fundamentais. Em um
Estado Democratico de Direito, dignidade, igualdade e nao-discriminagdo sao parametros
normativos que vinculam poderes publicos e particulares (Alexy, 2008; Sarlet, 2020; Piovesan,
2021). Se a linguagem algoritmica passa a operar no fluxo de producdo, organizacdo e
circulagdo de decisdes, pareceres, minutas e pecas processuais, seus vieses deixam de ser uma
anomalia técnica para se tornarem um problema constitucional: podem corroer a igualdade
material, estabilizar assimetrias de voz e silenciar sujeitos nas praticas juridicas cotidianas.

O ponto de partida deste trabalho ¢ reconhecer que linguagem ¢ pratica social e dispositivo
de poder. No Direito, as palavras ndo descrevem apenas o mundo: elas performam categorias,
definem fronteiras de legitimidade, distribuem credibilidade e, ndo raro, naturalizam
assimetrias (Foucault, 1999; Butler, 2017). Ao operar por estatisticas de repeti¢ao, a 1A
generativa tende a reiterar os padroes dominantes presentes no corpus de treinamento,
“congelando” narrativas hegemonicas como se fossem evidéncias neutras. Nesse sentido, a
critica de Bourdieu a autoridade simbdlica da linguagem ajuda a compreender como marcadores
sociais (classe, raca, género, territorio, idade) se inscrevem em praticas discursivas e, por seu
intermédio, se convertem em hierarquias institucionalizadas (Bourdieu, 2011).

Para tratar de desigualdades acopladas e efeitos combinados de opressdo, adotamos a
matriz da interseccionalidade (Crenshaw, 1991). Em contextos como o brasileiro, regionalismos
excludentes — por exemplo, a estigmatizacdo de pessoas nordestinas — raramente operam
isolados: entram em ressonancia com recortes de racga, classe, escolaridade e género,
produzindo camadas de vulnerabilidade e silenciamentos que variam conforme a posicao social
ocupada por cada sujeito. A hipotese aqui defendida € que sistemas de 1A utilizados em etapas

de triagem, pontuagdo, segmentacao e até assisténcia a argumentacao juridica podem reatualizar
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esses vieses, automatizando exclusdes e opacificando sua origem técnica (Noble, 2018;
Crawford, 2021).

Essa problematica convoca uma dupla agenda. No plano tedrico-juridico, exige-se repensar
a racionalidade da argumentagdo quando mediada por IA: coeréncia probabilistica ndo se
confunde com justificacdo normativa, e pertinéncia estatistica ndo substitui controle de
constitucionalidade material de decisdes e textos (Alexy, 2008). No plano ético-regulatorio,
impde-se delinear condig¢des de governancga para o uso de modelos de linguagem, contemplando
curadoria plural de dados, auditorias de viés, transparéncia, accountability e supervisao humana
significativa, além de letramento digital critico para operadores do Direito (Pasquale, 2015;
Crawford, 2021). No contexto brasileiro, este debate dialoga ainda com a protecdo de dados
pessoais, o tratamento de dados sensiveis e os principios de finalidade, necessidade e nao
discriminacao (Brasil, 2018).

Com base nessa moldura, o desenvolvimento do trabalho avangard em trés movimentos
articulados: (i) evidenciagdo do nexo linguagem-poder no ambiente juridico e seu transplante
para a linguagem algoritmica; (ii) andlise do risco interseccional de discriminagdes
reproduzidas por modelos de linguagem, com destaque para a reescritura tecnoldgica de
regionalismos excludentes no Brasil; e (iii) proposicdo de balizas normativas e praticas para
compatibilizar A generativa e protecdo de direitos fundamentais, sem abdicar de uma
argumentacao juridica critica e comprometida com igualdade e dignidade. Ao fim, sustenta-se
que “vozes algoritmicas” s6 podem servir a justica social se os “siléncios sociais” que as
atravessam forem diagnosticados, publicizados e politicamente enfrentados no desenho

institucional das tecnologias e no uso responsavel que delas faz o Direito.

2 LINGUAGEM, PODER E EXCLUSAO

A linguagem nao ¢ apenas um meio neutro de comunicagdo, mas um dispositivo que produz
realidades sociais. Michel Foucault (1999) j& alertava que discursos ndo descrevem
simplesmente o mundo, mas configuram regimes de verdade, delimitando quem pode falar, o
que pode ser dito e sob quais condigdes. No campo juridico, essa dimensao se intensifica:
categorias como “réu”, “vitima” ou “menor infrator”” ndo apenas refletem situagdes empiricas,
mas performam posi¢des sociais e orientam o tratamento estatal dos sujeitos.

Judith Butler (2017), ao discutir a performatividade, sustenta que a repeti¢ao discursiva ¢

capaz de consolidar identidades e, simultaneamente, excluir ou abalar outras formas de

existéncia. Assim, quando a linguagem juridica repete termos e narrativas estigmatizantes,
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contribui para a naturalizacao de desigualdades. Pierre Bourdieu (2011), por sua vez, acrescenta
que a linguagem detém uma autoridade simbolica, na medida em que quem fala o faz de um
determinado lugar institucional, o que confere legitimidade as palavras e estabiliza hierarquias.

Nesse sentido, os modelos de linguagem baseados em IA generativa transportam para o
ambiente algoritmico esse mesmo poder da palavra. Ao serem treinados em grandes volumes
de dados juridicos e sociais, ndo apenas internalizam conceitos, mas também as relacdes de
poder neles inscritas. A repeticdo estatistica que sustenta o funcionamento da IA tende a
cristalizar narrativas hegemodnicas como se fossem neutras, conferindo uma aparéncia de

objetividade ao que, em verdade, ¢ produto de escolhas e contextos marcados por assimetrias.

3 EXCLUSOES INTERSECCIONAIS E REATUALIZACAO TECNOLOGICA

A nogdo de interseccionalidade, proposta por Kimberlé Crenshaw (1991), demonstra que
desigualdades ndo se somam de modo linear, mas se entrelacam em formas complexas de
opressao. Essa perspectiva ¢ essencial para compreender como os sistemas algoritmicos podem
reatualizar exclusdes historicas.

No Brasil, o regionalismo excludente em relagdo a nordestinos constitui um exemplo
paradigmatico. Mais do que preconceito territorial, trata-se de um estigma que dialoga com
classe, cor, escolaridade e mobilidade social. Pesquisas recentes apontam que a figura do
“trabalhador nordestino” ¢ frequentemente associada a estereotipos de pobreza, atraso cultural
ou incapacidade técnica, reproduzindo preconceitos que se materializam em discriminacdes
cotidianas (Souza, 2017).

Se esses padrdes estdo presentes nas bases de dados utilizadas para treinar modelos de
linguagem, € provavel que algoritmos reproduzam — e até ampliem — tais vieses. Kate Crawford
(2021) demonstra que sistemas de IA carregam em sua constituicdo material e simbdlica os
custos politicos e sociais das hierarquias que os alimentam. Do mesmo modo, Safiya Noble
(2018) mostra como mecanismos de busca reproduzem e refor¢am estereotipos raciais e de
género, revelando que a tecnologia nao apenas reflete o social, mas participa ativamente de sua
reproducao.

Nesse cenario, o risco ¢ que decisdes juridicas ou administrativas assistidas por TA se
apoiem em outputs contaminados por esses vieses, legitimando exclusdes sob a forma de
racionalidade técnica. O que se apresenta como eficiéncia pode, em verdade, consolidar
siléncios sociais, tornando invisiveis sujeitos ja vulnerabilizados por multiplos marcadores

sociais.
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4 DIREITOS FUNDAMENTAIS E GOVERNANCA ETICA DA 1A

A Constituicdo Federal de 1988, ao consagrar a dignidade da pessoa humana (art. 1°, III) e
a igualdade (art. 5°, caput), estabelece balizas normativas inegocidveis para o uso de
tecnologias. Robert Alexy (2008) sustenta que os direitos fundamentais operam como
principios dotados de dimensao de peso e que exigem otimizagdo na pratica juridica. Assim,
qualquer uso de TA no campo juridico deve ser compatibilizado com a maxima realizagdo
possivel desses direitos.

Nesse sentido, autores como Sarlet (2020) e Piovesan (2021) enfatizam que a protecdo da
igualdade ndo se limita a proibicdo de discriminagdes diretas, mas se estende ao dever de
prevenir discriminagdes indiretas e estruturais, incluindo aquelas mediadas por tecnologias. A
logica da IA generativa, ao operar por padrdes estatisticos, pode inadvertidamente reforgar essas
discriminacdes indiretas, violando a eficicia dos direitos fundamentais.

Do ponto de vista da governanga, Pasquale (2015) propde maior transparéncia e
accountability na chamada “sociedade da caixa-preta”, em que algoritmos decidem sem
supervisao adequada. No Brasil, a Lei Geral de Protecdo de Dados (Lei n° 13.709/2018) ja
introduz parametros como a nao discrimina¢do no tratamento de dados pessoais (art. 6°, IX),
mas tais previsdes ainda carecem de regulamentacao especifica para IA generativa.

Trés dimensdes mostram-se fundamentais: curadoria de dados para garantir diversidade e
representatividade; supervisdo humana significativa, evitando delegagdo integral de decisoes
criticas a algoritmos; e letramento digital critico dos operadores do Direito, capacitando-os a
identificar vieses e questionar outputs algoritmicos. Sem essas balizas, a integra¢do da IA a
argumentacao juridica corre o risco de erodir principios constitucionais centrais, substituindo a

justica material pela eficiéncia técnica.

5 CONCLUSAO

A analise empreendida evidencia que a inteligéncia artificial generativa, embora dotada de
potencial para ampliar o acesso a informagdo e racionalizar procedimentos juridicos, nao ¢
neutra. Ao contrario, como demonstram Noble (2018) e Crawford (2021), os sistemas
algoritmicos tendem a internalizar e reproduzir hierarquias historicas inscritas nos dados,
transformando-as em resultados aparentemente objetivos. Essa operacdo algoritmica, ao ser
incorporada no campo juridico, pode reforgar silenciamentos sociais, intensificando

desigualdades em vez de corrigi-las.
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O quadro torna-se ainda mais complexo quando observado sob a chave da
interseccionalidade. Como defende Crenshaw (1991), desigualdades estruturais nio se
manifestam isoladamente, mas se combinam em multiplas dimensdes, criando zonas de
vulnerabilidade acrescida. Nesse sentido, preconceitos regionais como a estigmatizacdo de
nordestinos, longe de se limitarem ao aspecto territorial, articulam-se a marcadores de classe,
raca e escolaridade, evidenciando que a exclusao se renova de forma multifacetada. Se sistemas
de TA replicam esses padrdes em decisdes juridicas ou administrativas, correm o risco de
legitimar praticas discriminatérias sob a aparéncia de racionalidade técnica.

Diante desse cendrio, os direitos fundamentais assumem papel de filtro normativo
essencial. Alexy (2008) recorda que principios como dignidade e igualdade exigem
concretizagdo maxima na pratica juridica, funcionando como parametros de otimizagdo. Sarlet
(2020) acrescenta que a eficacia dos direitos fundamentais envolve tanto a contencao de
violagdes diretas quanto a prevencdao de discrimina¢des indiretas e estruturais. Logo, a
utilizagdo de IA no Direito s6 ¢ compativel com a Constitui¢do se observar critérios rigorosos
de prevengao de vieses e protecao das diferengas.

Para tanto, trés dimensdes se mostram indispensaveis: a curadoria ética e representativa de
bases de dados, capaz de reduzir distorg¢des; a supervisdo humana significativa, que garanta
responsabilidade nas decisdes; e o letramento digital critico de operadores do Direito, condi¢ao
para que sejam capazes de identificar e questionar vieses algoritmicos (Pasquale, 2015;
Piovesan, 2021). Sem essas balizas, a argumentacgdo juridica corre o risco de ser reduzida a
estatistica probabilistica, afastando-se de sua vocacdo emancipatoria.

Conclui-se, portanto, que a integracdo entre IA generativa e Direito s6 podera contribuir
para a justica social em tempos de incerteza se for acompanhada de vigilancia critica e de
praticas regulatorias comprometidas com a igualdade substancial. As chamadas ‘“vozes
algoritmicas” nao podem obscurecer os “siléncios sociais”; ao contrario, devem ser
continuamente confrontadas com os principios constitucionais que estruturam o Estado
Democratico de Direito. O desafio contemporaneo nao ¢ apenas técnico, mas essencialmente
politico e juridico: assegurar que as inovagdes tecnoldgicas sirvam a promocao dos direitos

fundamentais, e ndo a sua erosao.
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