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Apresentacao

Entre os dias 3 e 7 de novembro de 2025, a Faculdade Milton Campos, em parceria com o
Conselho Nacional de Pesquisa e Pos-graduacdo em Direito — CONPEDI, realizou o |
Congresso de Direito nas Relagdes Econdmicas e Sociais. O evento, em formato hibrido,
contou com a presenca de renomados especialistas e promoveu discussdes profundas sobre
temas relevantes para o Direito, como parte da XXII Semana da Pesguisa Cientifica da
Faculdade Milton Campos.

O evento, realizado em formato presencial, reuniu docentes, pesquisadores, discentes de
graduacgdo e pés-graduacdo, bem como convidados externos, consolidando-se como um
espaco de circulacdo e producdo de conhecimento juridico critico e atualizado.

O congresso teve inicio com reflexdes centrais sobre a reforma do Codigo Civil brasileiro.
No primeiro painel, o Prof. Dr. Edgard Audomar Marx Neto (UFMG) proferiu a palestra“A
Reforma do Cadigo Civil no Contexto das Relagcbes Econbmicas e Sociais: Equivocos e
Retrocessos’, apresentando uma leitura critica das propostas atualmente em debate e seus
potenciais impactos sistémicos. Em seguida, a Prof Dra Ester Camila Gomes Norato
Rezende (UFMG) apresentou a conferéncia “Proposta de Reforma do Cédigo Civil no
Ambito da Responsabilidade Civil”, explorando os riscos de simplificacfes legisativas e os
desafios de compatibilizagdo entre seguranca juridica, protegdo de vitimas e estimulo a
inovacdo econdbmica. As duas exposi¢ies inaugurais proporcionaram um panorama técnico
rigoroso sobre os rumos da legislacdo civil brasileira, despertando debates essenciais para os
desafios contemporaneos do Direito Privado.

O segundo painel voltou-se ao estudo dos litigios estruturais. O Prof. Dr. Leonardo Silva
Nunes (UFOP) ministrou a palestra “Dos Litigios aos Processos Estruturais’, discutindo a
ampliagdo do papel do Judiciério na gestdo de conflitos complexos envolvendo politicas
publicas. Na sequéncia, a Desembargadora Lilian Maciel Santos (TIMG; Milton Campos;
IBMEC) apresentou “Desafios do Processo Estrutural no Brasil”, trazendo reflexfes praticas
sobre governanga judicial, desenho institucional e limites de atuacdo jurisdicional em casos
gue exigem solucdes continuas e cooperativas. O painel contribuiu para ampliar o
entendimento sobre o processo estrutural, ainda em consolidagcdo no ordenamento juridico
brasileiro.



No terceiro dia, o congresso aprofundou a interface entre tecnologia e pratica juridica. O
Professor Tales Calaza (EBRADI; UERJITS-Rio; UFRJ) ministrou o workshop “A
Inteligéncia Artificial na Prética Juridica’, discutindo aplicaces contemporéaneas da |1A no
cotidiano profissional, implicagdes éticas, boas praticas de uso e desafios regulatorios. A
atividade aproximou os participantes de cendrios concretos de utilizacdo de ferramentas
algoritmicas, reforcando a importancia da capacitacdo tecnoldgica dos profissionais do
Direito.

As oficinas teméticas readlizadas ao longo da XXII Semana da Pesquisa Cientifica

desempenharam papel fundamental na formacgéo técnica e académica dos participantes,

oferecendo espacos de aprendizagem prética e complementar as palestras e painéis gerais do
congresso. Estruturadas para atender as demandas contemporéaneas da pesquisa juridica e do
desenvolvimento de competéncias profissionais, as atividades foram conduzidas por docentes
e mestrandos da Faculdade Milton Campos, que proporcionaram experiéncias dinamicas,

interativas e orientadas ao aprimoramento das habilidades essenciais a vida universitaria e ao
exercicio qualificado do Direito. Cada oficinafoi cuidadosamente planegjada para estimular o
protagonismo discente, promover o dominio de técnicas comunicacionais e metodol égicas e
incentivar a producgdo cientifica responsavel, ampliando o acance formativo do evento e
fortalecendo o compromisso institucional com a exceléncia académica.

A oficina de Orat6ria, conduzida pelo Prof. Dr. André Rubido, teve como propdsito
fortalecer as competéncias comunicacionais essenciais para a atuagdo profissional e
académica no Direito. Ao longo da atividade, os participantes foram introduzidos aos
fundamentos tedricos da comunicacdo eficaz, abordando elementos como projecdo de voz,
diccdo, ritmo, construcdo narrativa e gestdo do tempo de fala. O docente também enfatizou a
importancia da linguagem corporal, explorando aspectos como postura, gestualidade e
contato visual como instrumentos de reforgo da credibilidade e da seguranga ao se expressar.
Além disso, foram trabalhadas estratégias para lidar com situagcdes de pressdo, como
apresentaces em bancas, sustentagdes orais e participagdo em debates. Os participantes
tiveram a oportunidade de aplicar praticas rdpidas de expressdo oral, recebendo orientacbes
personalizadas para aprimorar sua desenvoltura, clareza e persuasao.

A oficina ministrada pela mestranda Amanda Lima Ribeiro teve como foco introduzir os
estudantes as principais etapas do processo de pesquisa cientifica, com especia atencéo as
especificidades metodol 6gicas do campo juridico. A atividade iniciou-se com a apresentacdo
dos fundamentos da investigacdo académica, discutindo a diferenca entre pesquisa empiricae
tedrica, a construcdo do problema de pesquisa, a delimitagdo do objeto e a pertinéncia da



justificativa cientifica. Em seguida, foram explorados aspectos préticos relacionados a
elaboracdo de referenciais tedricos consistentes, incluindo técnicas de busca bibliografica,
uso de bancos de dados académicos e critérios para selecdo e analise de fontes. A docente
detalhou ainda conceitos centrais como hipotese, objetivos, metodologia e estruturacéo de
projetos de pesquisa, promovendo um panorama abrangente para quem esta ingressando na
vida académica. A oficina também incluiu orientacdes sobre boas praticas académicas,
cuidado com a integridade cientifica e prevencdo ao plégio, preparando os estudantes para o
desenvolvimento de pesquisas éticas, rigorosas e socia mente rel evantes.

A oficina ministrada pela mestranda Mariana LUcia da Silva dedicou-se ao aprimoramento
das habilidades de escrita académica, com foco na elaboracdo de resumos e artigos
cientificos dentro dos padrdes de exceléncia exigidos pela comunidade juridica. Inicialmente,
foram apresentados os elementos estruturantes do texto cientifico, destacando a importancia
da clareza, objetividade e coesdo argumentativa. A docente demonstrou como plangjar a
escrita de forma estratégica, desde a definicdo do objetivo central até a organizacéo |6gica
das ideias, explicando também as diferencas entre resumo simples, resumo expandido e
artigo completo. Em seguida, foram abordadas técnicas para redigir introducfes consistentes,
desenvolver argumentos com base em fontes qualificadas, e concluir textos de modo critico e
propositivo. A oficina incluiu exemplos de resumos e artigos bem avaliados, permitindo aos
participantes identificar boas praticas e padroes de qualidade editorial. Foram apresentadas
ainda nocdes sobre normas de formatacao, citacdes, referéncias e adequacdes as diretrizes de
periddicos e eventos cientificos. Ao final, os estudantes receberam orientacdes para
aprimorar seus proprios trabalhos, fortalecendo sua capacidade de comunicar achados
cientificos de maneira precisa e impactante.

Astardes dos dias 4 e 5 de novembro foram dedicadas aos grupos de trabalho, realizados de
forma presencial e também on-line a partir das 14:00h. O evento contou com a participacao
de oradores de diversos estados da federacéo, demonstrando a abrangéncia e a relevancia do
evento. Os estados representados pelos oradores dos Grupos de Trabalho foram: Alagoas
(AL), Bahia (BA), Distrito Federal (DF), Maranhdo (MA), Minas Gerais (MG), Para (PA),
Parana (PR), Pernambuco (PE), Rio Grande do Sul (RS), Santa Catarina (SC) e S&o Paulo
(SP). Ostemas discutidos foram variados e de grande relevancial

Em conclusdo, a XXII Semana da Pesquisa Cientifica e o | Congresso de Direito nas
RelacBes Econdmicas e Sociais reafirmaram o compromisso da Faculdade Milton Campos
com a excel éncia académica, a pesquisa qualificada e ainterlocucdo entre diferentes areas do
Direito.



As atividades desenvolvidas — palestras, oficinas e workshop — promoveram didlogos
interdisciplinares fundamentais para o aprimoramento tedrico e pratico da comunidade
juridica, especialmente diante das transformacfes legidativas, tecnoldgicas e institucionais
gue marcam o cenério atual.

A participacdo ativa dos docentes, discentes e convidados externos fortaleceu o proposito
institucional de fomentar um ambiente de reflexo critica e de estimulo a pesquisa cientifica,
consolidando o congresso como marco relevante na agenda académica nacional .
NovaLima-MG, 18 de novembro de 2025.
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INTELIGENCIA ARTIFICIAL GENERATIVA NA ADVOCACIA:
RESPONSABILIDADE PROFISSIONAL E DEVERES DO ADVOGADO

GENERATIVE ARTIFICIAL INTELLIGENCE IN LEGAL PRACTICE:
PROFESSIONAL RESPONSIBILITY AND LIABILITY OF LAWYERS

Luciana Tolentino Pacheco de Medeiros Zica 1
José Luiz de Moura Faleiros Junior 2

Resumo

O uso da inteligéncia artificial (IA) generativa na advocacia suscita dilemas sobre

responsabilidade profissional, validade processual e accountability ética. O estudo analisa
impactos da IA na elaboracéo de pecas, tomando como marco o caso julgado pelo TIPR em
gue precedentes falsos levaram a rejei¢cao de recurso. Indaga-se se a confianga em A desloca
ou intensifica o dever de diligéncia, partindo da hipdtese de que amplia a responsabilidade do
advogado. A pesguisa, com abordagem dogmatico-analitica e estudo de caso, propde critérios
e protocol os de due diligence para mitigacéo de riscos.

Palavras-chave: lagenerativa, Responsabilidade profissional, Responsabilidade civil,
Direito processual, Eticajuridica

Abstract/Resumen/Résumé

The use of generative artificial intelligence (Al) in legal practice raises dilemmas concerning
professional responsibility, procedural validity, and ethical accountability. This study
examines the impact of Al on drafting legal submissions, taking as a reference the case
decided by the Court of Justice of Parana (TJPR), in which fabricated precedents led to the
rejection of an appeal. It questions whether reliance on Al shifts or intensifies the lawyer’'s
duty of diligence, advancing the hypothesis that it heightens professional responsibility.
Using a dogmatic-analytical approach and case study, the research proposes due diligence
criteriaand protocols to mitigate risks.

K eywor ds/Palabr as-claves/M ots-clés. Generative ai, Professional responsibility, Civil
liability, Procedural law, Legal ethics
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1 Introducao

A popularizagdo da inteligéncia artificial generativa figura entre os marcos
tecnologicos mais relevantes do século XXI e, no campo juridico, em especial na
advocacia contenciosa, seu impacto € tanto notorio quanto progressivo, a medida que
ferramentas como o ChatGPT sdo incorporadas ao cotidiano profissional e reconfiguram
rotinas de pesquisa e de elaboragdo de pecas. Nesse contexto, o tema-problema que
orienta este estudo consiste em delimitar, com precisdo dogmatica, os contornos da
responsabilidade profissional do advogado diante do uso dessas tecnologias. Indaga-se,
pois, se a adocdo da IA transfere, mitiga ou, ao contrario, intensifica os deveres
tradicionais de diligéncia e zelo que informam o munus advocaticio. Parte-se da hipotese
de que a responsabilidade ndo se atenua; antes, recalibra-se para cima, exigindo padroes
acrescidos de verificacdo, controle e transparéncia.

O caso paradigmatico decidido pelo Tribunal de Justica do Parana, em que se
rejeitou recurso por conter quarenta e trés “jurisprudéncias” fabricadas por sistema
generativo, evidencia de forma eloquente os riscos praticos do uso descuidado da 1A e
demonstra como a confianga cega em algoritmos pode comprometer a propria
cognoscibilidade do apelo e, por consequéncia, a dialeticidade recursal. Tal precedente,
que inaugura no Brasil uma reflexdo institucional mais densa, projeta implicagdes
simultaneas nos planos processual, civil e ético-disciplinar, a0 mesmo tempo em que
fornece um ponto de partida metodoldgico s6lido para a andlise critica das condutas
profissionais em ambientes tecnologicamente mediatos.

Assume-se como hipdtese central que a IA generativa ndo desloca o dever de
diligéncia do patrono, mas o intensifica, porquanto o advogado, Unico detentor da
capacidade postulatoria, ndo pode transferir 2 maquina a responsabilidade técnica pela
veracidade e pela integridade do que subscreve. A assinatura do causidico permanece
como garantia de autenticidade, probidade e fidedignidade das referéncias faticas e
juridicas, de modo que a nao revisdo e a nao validagdo do contetido gerado configuram
culpa profissional grave. Essa compreensdo se ancora na dogmatica civil e processual,
encontrando, ademais, respaldo na ética deontologica da OAB, que reafirma a
pessoalidade e o zelo como eixos inafastaveis do exercicio da advocacia.

O objetivo geral desta pesquisa ¢ analisar, de maneira integrada, os contornos da
responsabilidade profissional do advogado no uso de IA generativa, perscrutando a

interagdo entre as dimensdes processual, civil e ética que emergem nesse novo cenario
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tecnologico. Parte-se da constatagdo de que o ordenamento juridico brasileiro ainda ndo
dispde de disciplina unificada sobre a matéria; isso, porém, ndo autoriza concluir pela
inexisténcia de deveres, mas, ao revés, convoca uma leitura sistematica dos diplomas
vigentes, informada pelos principios da boa-fé objetiva e da cooperagdo processual, a fim
de extrair critérios de imputacao claros e operacionalizaveis.

Entre os objetivos especificos, sobressai o mapeamento do arcabougo normativo
aplicavel, compreendendo os dispositivos do Codigo de Processo Civil relativos a
lealdade processual e as san¢des por ma-fé, bem como as regras do Estatuto da Advocacia
e do Codigo de Etica da OAB, os quais reforcam a pessoalidade do munus e a
irrenunciabilidade da diligéncia. Soma-se a isso a reconstitui¢do critica do precedente do
TJPR, tarefa que permitird compreender os fundamentos juridicos que conduziram ao nao
conhecimento do recurso e a adverténcia ao patrono, oferecendo subsidios para a
formulagdo de standards de conduta robustos.

Busca-se, ainda, delimitar com nitidez as hipdteses de culpa profissional
decorrentes do uso inadequado de IA investigando em que momento a confianga
irrefletida no algoritmo transborda para a negligéncia ou para a impericia. Tal exame
inclui os efeitos processuais de relevo — como o ndo conhecimento de recursos por vicio
grave de fundamentagdo —, os reflexos ético-disciplinares, a exemplo de adverténcias e
sancdes aplicaveis no ambito da OAB, e as repercussdes civis perante o cliente quando
demonstrado prejuizo. A articulac@o sistematica dessas dimensdes permitira construir um
quadro analitico coeso e apto a orientar a pratica forense.

Metodologicamente, o estudo adota uma abordagem dogmatico-analitica, com
exame de dispositivos legais, precedentes judiciais e normas éticas pertinentes, conjugada
a um estudo de caso centrado na decisdo do TIPR e a uma revisdo de literatura nacional
e internacional. A reflexdo tedrica dialoga com autores como Susskind e Floridi, que
oferecem chaves interpretativas para os dilemas éticos e regulatérios da IA, compondo
um itinerario hibrido e interdisciplinar capaz de iluminar tanto as premissas normativas
quanto as consequéncias praticas do fenomeno.

A justificativa da pesquisa decorre da gravidade e da atualidade dos riscos ja
verificados na experiéncia forense, em que cortes se deparam com pecas contaminadas
por informagdes falsas geradas por A, comprometendo ndo apenas a eficiéncia do
procedimento, mas a propria credibilidade do sistema de justica. No plano normativo, a
dispersdo entre regras processuais, disciplinares e deontoldgicas reclama sistematizagao

e critérios de imputacao escalonados e proporcionais; sob perspectiva prospectiva, impde-



se a criacdo de protocolos profissionais que possam ser aplicados no cotidiano, com
clareza e rastreabilidade.

Em sintese, pergunta-se: quais sdo os limites e os deveres da responsabilidade
profissional do advogado no uso de [A generativa, e como traduzi-los em critérios
operacionais que preservem a integridade processual sem inviabilizar a inovagdo? A
resposta supoe articular normas vigentes, precedentes judiciais e doutrina especializada,
a luz da premissa de que a tecnologia é meio auxiliar e ndo substitutivo da atividade
intelectual do advogado. Busca-se identificar standards de cuidado exigiveis e converté-
los em protocolos auditaveis, aptos a orientar condutas e a reduzir assimetrias

informacionais perante clientes e tribunais.

2 TA Generativa e a Advocacia Contenciosa

A insercdo da inteligéncia artificial generativa na pratica forense integra um
movimento mais amplo de transformacdo digital do Direito, no qual a tecnologia deixa
de ocupar posicdo meramente acessoria e passa a incidir diretamente sobre atividades
nucleares da advocacia. Ferramentas como o ChatGPT, dotadas da capacidade de produzir
textos com aparéncia de rigor técnico e elevada coeréncia argumentativa, vém sendo
incorporadas ao cotidiano profissional, alterando substancialmente rotinas de pesquisa,
analise jurisprudencial e redagcdo de pegas processuais (Susskind, 2017). Embora tais
inovagdes tragam expressivos ganhos de celeridade e eficiéncia, carregam riscos
relevantes, sobretudo a geragao de contetidos ficticios — as chamadas “alucinagdes” —
que comprometem a integridade e a confiabilidade do material apresentado ao Judiciario
(Floridi, 2023).

Esse dilema manifestou-se de forma paradigmatica no precedente do Tribunal de
Justica do Parana, que rejeitou recurso integralmente contaminado por quarenta e trés
jurisprudéncias inexistentes. O relator, ao fundamentar sua decis@o, ndo apenas declarou
a imprestabilidade da peca, mas também advertiu para a gravidade do erro técnico
cometido pelo patrono, enfatizando que a capacidade postulatoria ndo pode ser delegada
a um sistema algoritmico. O caso tornou-se emblematico ao reforcar a percepgao de que,
ainda que tais ferramentas possam auxiliar na constru¢do da argumentagdo, a
responsabilidade técnica do advogado permanece integral e indelegavel (Faleiros Junior,

2025).
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Fenomeno analogo ja se observa em outras jurisdi¢oes, como nos Estados Unidos,
onde advogados foram sancionados por apresentarem peticdes com precedentes
inexistentes fabricados por TA. O eco internacional desses episodios demonstra que ndo
se trata de dificuldade episodica ou periférica, mas de um desafio estrutural que
acompanha a massificacdo das ferramentas generativas. O debate comparado evidencia
que a problematica ultrapassa fronteiras e sistemas juridicos, consolidando-se como uma
questdo global que exige respostas normativas e praticas uniformes (ABA, 2024).

Diante disso, a experiéncia brasileira, ao enfrentar episédios de uso indevido de
IA, insere-se em um panorama internacional de reflexdo critica sobre a integragdo da
tecnologia no campo juridico. E inegavel que a inovagdo tecnoldgica traz beneficios
inestimaveis, mas sua utilizagdo sem critérios ameaga pilares fundamentais da advocacia
e da jurisdicdo. O grande desafio reside em harmonizar, de maneira equilibrada, os ganhos
de produtividade proporcionados pela A com a preservacdo da seguranga juridica e da
credibilidade institucional. Esse equilibrio somente sera alcangado mediante a criagdo de
critérios normativos claros e protocolos profissionais verificaveis, aptos a conciliar
inovacgao e responsabilidade (Law Society, 2025).

A ¢ética profissional do advogado, tal como delineada no Estatuto da OAB e no
Cédigo de Etica e Disciplina, estabelece deveres que ndo se enfraquecem diante da
automacao, mas antes se intensificam. O dever de diligéncia, a preservacdo do sigilo e a
obrigacdo de atuar com independéncia técnica ndo podem ser relativizados sob o pretexto
de eficiéncia algoritmica. O uso de [A generativa, longe de deslocar esses deveres, impde
ao advogado redobrada atencdo na conferéncia de dados e na validacdo de fontes (OAB,
2015).

Nesse contexto, a nogdo de accountability adquire centralidade. Se a advocacia se
apresenta como fungdo essencial a administragdo da Justica, qualquer omissdo na
verificagdo do contetdo produzido por IA compromete ndo apenas a defesa do cliente,
mas a integridade do proprio sistema jurisdicional. A responsabilizacdo, portanto, ndo se
limita a esfera disciplinar da OAB, podendo alcangar também a responsabilidade civil por
danos causados a clientes e a terceiros (Faleiros Junior, 2025).

O cenario regulatorio internacional fornece parametros adicionais. A American Bar
Association (ABA, 2024) ja delineou diretrizes que condicionam o uso da [A a
observancia de principios de competéncia técnica, confidencialidade, supervisdo e
comunicacao transparente com o cliente. A Law Society of England & Wales, por sua vez,

reconhece que a utilizacdo indiscriminada de IA ameaca a confianca do publico na
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advocacia, recomendando a adocdo de protocolos internos de due diligence (Law Society,
2025).

Além das responsabilidades individuais, ha uma dimensao coletiva e institucional
a ser considerada. Escritorios de advocacia, enquanto organizagdes que processam
grandes volumes de dados sensiveis, devem implementar sistemas de governanga de 1A,
inspirados em frameworks como a ISO/IEC 42001:2023 e o NIST Al RMF, assegurando
controle de riscos, transparéncia e supervisao humana permanente (Floridi, 2023).

A jurisprudéncia internacional reforca a urgéncia dessa postura. O emblematico
caso Mata v. Avianca, decidido nos Estados Unidos, demonstrou como a confianca cega
em ferramentas generativas pode resultar em sangdes processuais severas, atingindo a
imagem publica da profissdo. Tal precedente serve de alerta para que a advocacia
brasileira desenvolva mecanismos proprios de autorregulacdo e protocolos de compliance
tecnoldgico (ABA, 2024).

Sob a dtica da filosofia da informagao, Floridi (2023) defende que a ética da 1A
deve ser concebida a partir de principios de transparéncia, justica e ndo maleficéncia,
valores que se projetam diretamente sobre a pratica juridica. Isso significa que a
incorporagdo da IA na advocacia deve ser pautada por critérios normativos robustos, que
orientem a conduta profissional e evitem a eros@o da confianca social no Direito.

No plano académico, Susskind (2017) ja advertia que a profissdo juridica estaria
sujeita a transformagdes profundas em razao da digitalizacdo e da automacao. O momento
atual apenas confirma essa previsao, exigindo do advogado contemporaneo uma postura
ativa de adaptacdo, ao mesmo tempo em que se mantém fiel as tradigdes deontologicas
que definem o nucleo da advocacia.

Por fim, cabe destacar que a adogao responsavel da IA ndo deve ser encarada como
ameaca, mas como oportunidade de aperfeicoamento institucional. A criagdo de diretrizes
claras, a capacitagdo continua dos profissionais e a constru¢do de uma cultura de
verificagdo rigorosa podem transformar a IA em aliada, e ndo inimiga, da advocacia.
Assim, a profissdo podera ndo apenas sobreviver a revolugdo tecnologica, mas liderar o

processo de redefini¢do das praticas juridicas contemporaneas.

3 Responsabilidade Profissional do Advogado

No plano processual, a responsabilidade profissional do advogado que utiliza

inteligéncia artificial generativa decorre diretamente dos deveres estabelecidos no Codigo
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de Processo Civil, que consagram a lealdade, a veracidade e a cooperagdo como pilares
inafastaveis da atuacdo em juizo. A apresentacdo de pecas contaminadas por citagdes
ficticias constitui violagdo frontal a esses deveres ¢ legitima a adog¢do de medidas
rigorosas, como o ndo conhecimento do recurso, a imposi¢do de multas por litigancia de
ma-fé e, em casos mais graves, a configuracao de atos atentatorios a dignidade da Justiga.
O precedente do TJPR evidenciou de forma eloquente que a auséncia de diligéncia na
revisdo do material produzido inviabiliza a analise de mérito, demonstrando que a
tecnologia ndo afrouxa, mas reforga a exigéncia de probidade no exercicio da advocacia
(Faleiros Junior, 2025).

No campo ético-disciplinar, a andlise deve partir do Estatuto da Advocacia e do
Cédigo de Etica da OAB, os quais reafirmam a pessoalidade e o carater indelegavel da
atividade advocaticia. O uso acritico de [A, sem a necessaria supervisdo humana, afronta
deveres essenciais de probidade, zelo e diligéncia, podendo ensejar responsabilizacido
disciplinar. A ética profissional, nesse contexto, protege a confianga publica depositada
na advocacia e resguarda a imagem institucional da profissdo, reafirmando que o
exercicio responsavel do munus advocaticio ndo se dissocia do controle rigoroso das
ferramentas tecnologicas empregadas (OAB, 2015).

Ja na esfera civil, a problematica volta-se a tutela dos interesses do cliente, que
pode sofrer danos materiais e morais decorrentes da negligéncia do advogado. A auséncia
de supervisao sobre o conteudo gerado por IA caracteriza erro grosseiro, especialmente
quando ndo ha conferéncia das fontes citadas, configurando culpa profissional. Os
elementos classicos da responsabilidade civil — conduta, dano e nexo causal — mantém-
se aplicaveis, mas adquirem nova densidade diante do chamado dever de cuidado
algoritmico, que passa a integrar o conteido minimo esperado da diligéncia profissional
(Floridi, 2023).

A andlise integrada das trés dimensdes — processual, ético-disciplinar e civil —
demonstra que a IA generativa ndo inaugura um vacuo de responsabilizagdo, mas
intensifica deveres ja consagrados pela dogmatica juridica. O advogado que se vale da
tecnologia permanece vinculado a todos os standards tradicionais de cuidado, agora
acrescidos da obrigagdo de verificar, validar e contextualizar as informagdes produzidas.
Em tltima instancia, a responsabilidade profissional ndo se transfere ao algoritmo, mas
permanece integralmente com aquele que subscreve a pega, respondendo por falhas,

omissodes ou danos resultantes de seu uso inadequado (Susskind, 2017).
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A dimensdo comparada reforca esse diagnostico. Em jurisdigdes como a norte-
americana, precedentes paradigmaticos, a exemplo do caso Mata v. Avianca, revelaram
que a confianga cega em conteudos produzidos por 1A pode ensejar sangdes processuais
severas, atingindo a credibilidade do patrono e a confianga publica no sistema judicial.
Esses episodios evidenciam que a problematica ndo € circunstancial, mas estrutural,
exigindo respostas juridicas e éticas consistentes em escala global (ABA, 2024).

Na esfera institucional, cresce a percepcao de que escritorios de advocacia devem
adotar politicas internas de governanca algoritmica, estruturadas em protocolos de
supervisao e auditoria continua. Diretrizes internacionais, como a ISO/IEC 42001:2023 e
o NIST AI RMF, fornecem parametros técnicos para a implementacdo de sistemas de
gestdo de risco aplicaveis ao uso da IA generativa no setor juridico (Floridi, 2023).

A responsabilidade ética também se projeta sobre a relagdo com os clientes. A
transparéncia na comunicagdo sobre o uso de IA, a explicitagdo de seus limites ¢ a
informagdo acerca de riscos potenciais sao medidas indispensaveis para resguardar o
dever de lealdade e reforgar a autonomia informativa do cliente, que deve consentir de
modo claro e consciente sobre a utilizacdo dessas ferramentas em sua defesa (Law
Society, 2025).

No ambito do direito comparado, a experiéncia do Reino Unido merece destaque.
A Solicitors Regulation Authority (SRA) ja emitiu relatorios alertando para riscos
relacionados a supervisdo deficiente e ao sigilo profissional no uso da IA. Tais
adverténcias ressaltam a necessidade de que advogados ndo apenas dominem os
fundamentos técnicos dessas ferramentas, mas que internalizem praticas de checagem e
validagdo como parte inegociavel de sua rotina profissional (SRA, 2023).

Sob a dtica filosofica, Floridi (2023) sustenta que a ética da inteligéncia artificial
deve se assentar em principios de transparéncia, justica e ndo maleficéncia, valores que
se projetam diretamente sobre o exercicio da advocacia. A internaliza¢do desses
principios permite compreender que o dever de cuidado do advogado ndo se reduz a
verificagdo factual, mas envolve também a avaliacdo das implicacdes éticas do recurso a
sistemas algoritmicos.

A andlise académica de Susskind (2017) ¢ igualmente ilustrativa ao prever que a
profissdo juridica seria radicalmente transformada pela digitalizagdo e pela automagao.
Essa previsdo, hoje confirmada, obriga a advocacia a repensar seus parametros de
atuacgdo, exigindo do profissional uma postura adaptativa sem abrir mao da observancia

rigorosa dos principios deontologicos que estruturam a profissdo.
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No contexto brasileiro, a OAB tem papel crucial na definicdo de balizas
regulatorias claras sobre o uso de IA na advocacia. A auséncia de parametros normativos
especificos cria inseguranga juridica e pode levar a solugdes casuisticas. Um
posicionamento institucional robusto, inspirado em experiéncias estrangeiras, contribuira
para uniformizar praticas e reforgar a confianca publica na advocacia (OAB, 2015).

Em sintese, o uso da IA generativa no campo juridico ndo deve ser encarado como
uma ameaca, mas como oportunidade de aperfeicoamento institucional. A construgdo de
diretrizes claras, o fortalecimento da ética profissional e a promogdo da capacitagdo
técnica continua sdo caminhos indispensaveis para transformar a IA em aliada da
advocacia, garantindo simultaneamente inovacao, eficiéncia e responsabilidade (Faleiros

Janior, 2025).

4 Protocolos de Due Diligence Algoritmica

A ampliagdo do uso da inteligéncia artificial generativa na advocacia impde a
necessidade de criagdo de protocolos de due diligence robustos, aptos a reduzir riscos ¢ a
assegurar a confiabilidade das pecas processuais. Tais protocolos devem contemplar
mecanismos objetivos de verificagdo, como a checagem minuciosa de citagdes e
precedentes, bem como o emprego de checklists obrigatorios que documentem o processo
de revisdo. A formalizagdo dessas praticas mediante registros documentais fortalece a
rastreabilidade e a transparéncia da atividade profissional, funcionando, ainda, como
salvaguarda contra alegagdes de negligéncia grave e reafirmando a accountability do
advogado perante clientes e tribunais (Faleiros Junior, 2025).

A atuacdo jurisdicional, por sua vez, reclama o estabelecimento de diretrizes claras
e consistentes para enfrentar pegas que apresentem indicios de conteudo “alucinado”.
Entre as medidas mais adequadas, destacam-se a triagem inicial das citagdes, a expedi¢do
de despachos saneadores que oportunizem a corre¢@o dos vicios e, nos casos mais graves,
a imposi¢ao de sanc¢des proporcionais, como adverténcias, multas ou o ndo conhecimento
da peca. Essa resposta institucional assegura a integridade da func@o jurisdicional e
preserva os principios da cooperagdo e da primazia do mérito, evitando que o processo se
converta em terreno de experimentagdo tecnologica desregrada (CNJ, 2020).

No plano pedagdgico, escritorios de advocacia assumem papel central na formagao
continua de seus profissionais para o uso responsavel da A, implementando treinamentos

periddicos, auditorias internas ¢ logs de validacdo. Essas medidas ndo apenas reduzem
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riscos, mas também consolidam uma cultura organizacional orientada pela qualidade e
pela inovacgao responsavel. Do mesmo modo, as faculdades de Direito necessitam adaptar
seus curriculos, incorporando o ensino das competéncias digitais indispensaveis ao
exercicio contemporaneo da advocacia, suprindo a lacuna formativa que ainda separa a
academia da pratica (Susskind, 2017).

Logo, ¢ essencial compreender que protocolos de due diligence nio constituem
entraves burocraticos a inovacdo, mas condigoes indispensaveis para sua sustentabilidade
no campo juridico. A adogdo de critérios auditaveis e verificaveis garante que a IA seja
utilizada como instrumento auxiliar de trabalho, sem comprometer a seguranga juridica
nem os valores fundamentais da advocacia. O dever de cuidado algoritmico, nessa
perspectiva, ndo representa apenas um acréscimo ao standard profissional, mas traduz a
emergéncia de um novo paradigma de responsabilidade, voltado a conciliagdo entre
eficiéncia tecnologica e integridade institucional (Floridi, 2023).

A Law Society of England & Wales (2025), em documento recente, alertou que a
banalizag@o do uso da IA generativa sem mecanismos de controle ameaga a confianca do
publico na profissdo juridica. Recomenda-se, portanto, que escritorios estabelecam
politicas internas de governanca tecnologica, de modo a assegurar a integridade do
processo decisorio e preservar a credibilidade institucional da advocacia.

O caso paradigmatico do Tribunal de Justica do Parand, ao rejeitar recurso
contaminado por quarenta e trés citagdes inexistentes, ¢ demonstracao eloquente de que
a auséncia de protocolos de verificagdo pode comprometer a propria admissibilidade da
peca. O episodio consolidou a percepcdo de que o uso de IA ndo exime o advogado de
sua responsabilidade técnica, mas a intensifica, impondo-lhe um dever redobrado de
checagem e de zelo profissional (Faleiros Junior, 2025).

No plano regulatério, iniciativas como a ISO/IEC 42001:2023 ¢ o NIST Al RMF
1.0 fornecem referenciais técnicos de governanga e gestdo de risco aplicaveis também a
advocacia. Esses frameworks permitem estruturar praticas organizacionais que nao
apenas mitiguem riscos, mas assegurem padrdes verificaveis de conformidade,
fortalecendo a accountability profissional (Floridi, 2023).

A filosofia da informagdo, conforme defendida por Floridi (2023), indica que a
¢tica da IA deve assentar-se em principios de transparéncia, justica e ndo maleficéncia.
Esses valores, transpostos ao campo juridico, obrigam o advogado a tratar o uso da [A
como meio auxiliar € nunca como substituto de seu discernimento critico, reafirmando a

natureza indelegavel da fun¢do advocaticia.

51



No ambito disciplinar, o Estatuto da Advocacia e o Codigo de Etica da OAB
estabelecem deveres de probidade, diligéncia e lealdade que permanecem plenamente
aplicaveis ao uso de tecnologias emergentes. A auséncia de supervisdo adequada sobre
contetidos gerados por IA pode ensejar ndo apenas responsabilizagdo civil, mas também
sancdes disciplinares, preservando a imagem institucional da advocacia e a confianca da
sociedade (OAB, 2015).

Susskind (2017) ja advertia que a profissdo juridica enfrentaria transformagoes
disruptivas diante da digitalizagdo, exigindo dos advogados postura adaptativa e espirito
critico. Hoje, a presenca da IA generativa confirma esse prognodstico, obrigando a
advocacia a equilibrar inovagao e tradi¢do, de modo a ndo sacrificar valores fundamentais
em nome da eficiéncia.

Em arremate, a incorporagao responsavel da A a pratica forense exige a adogdo de
protocolos verificaveis, a formacdo continua dos profissionais, o engajamento das
institui¢des de ensino e a consolida¢do de um marco normativo claro. Somente assim sera
possivel transformar a IA de ameaca em oportunidade, conciliando produtividade,

seguranga juridica e preservacao da credibilidade social da advocacia.

5 Conclusao

Em face do exposto, a inteligéncia artificial generativa ndo inaugura um vazio
regulatorio nem autoriza uma suspensdo dos parametros deontoldgicos; ao contrario,
evidencia a permanéncia — e o adensamento — dos deveres profissionais historicamente
exigidos do advogado. A autoria responsavel da peca processual, a veracidade das
citagdes e a suficiéncia da fundamentacdo permanecem intransferiveis, porque vinculadas
a propria capacidade postulatoria. O algoritmo pode auxiliar na pesquisa e na sintese, mas
ndo substitui o juizo critico, a curadoria das fontes e a responsabilidade pela integridade
do texto. A tecnologia, portanto, ¢ meio instrumental cuja poténcia demanda
contrapartidas de controle humano. Onde cresce a automagdo, amplia-se a vigilancia
profissional.

No plano processual, a jurisprudéncia recente tornou patente que pecas
contaminadas por precedentes inexistentes ou dados nao verificaveis afrontam a lealdade
e a cooperacdo, corroendo a dialeticidade recursal e a cognoscibilidade do mérito. A
sancdo — que pode variar do ndo conhecimento ao reconhecimento de litigancia de ma-fé

— cumpre dupla fungdo: reprovar a conduta e sinalizar standards de comportamento para
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a comunidade juridica. A mensagem ¢ inequivoca: eficiéncia sem acuracia ndo serve ao
processo, e a celeridade algoritmica nao legitima a abdica¢@o do dever de conferir. O rito
permanece estruturado sobre a confianga, ¢ a confianga exige verificabilidade. Sem essa
ancora, o processo degrada em experimentagdo temeraria.

Sob a otica civil, a responsabilizagdo do patrono por danos decorrentes de erro
grosseiro ganha densidade no que se pode chamar de dever de cuidado algoritmico. Nao
se trata de criar um novo titulo de imputagdo, mas de atualizar o contetido do dever de
diligéncia: quem decide empregar IA assume, por isso mesmo, o 6nus de auditar saidas,
rastrear fontes e documentar o controle de qualidade. A previsibilidade do risco impoe a
previsibilidade do cuidado. Onde houver dano e nexo, a reparagdo segue a dogmatica
tradicional, apenas acrescida da prova de governanca sobre o uso da ferramenta.

No campo ético-disciplinar, a pessoalidade do munus advocaticio permanece o
eixo de gravidade das respostas regulatorias. A independéncia técnica, o zelo no trato das
informagdes e o sigilo profissional ndo se relativizam por forca da automacao, sob pena
de dissolu¢do do nucleo identitario da profissdo. A transparéncia perante o cliente —
inclusive quanto ao emprego de [A e a suas limitagdes — torna-se aspecto indissociavel da
lealdade. Em sintese, a ética ndo é aderego retorico do debate tecnologico; é sua condigdo
de possibilidade. Sem ela, qualquer ganho instrumental se converte em déficit de
legitimidade.

A dimensdo organizacional exige que bancas e departamentos juridicos
institucionalizem uma governanca de IA que seja auditavel, proporcional e dinamica.
Programas de compliance algoritmico, politicas de revisdo “dupla-cega” de citagdes, logs
de validacdo e trilhas de auditoria formam a espinha dorsal de uma due diligence
minimamente adequada. Tais mecanismos ndo burocratizam a pratica; dao-lhe
previsibilidade e accountability. A aderéncia a referenciais técnicos reconhecidos, aliada
a treinamentos continuos, reduz assimetrias informacionais e protege a confiabilidade do
servi¢o juridico. Governanga, aqui, € sindnimo de profissionalismo.

Do ponto de vista pedagdgico, a atualizagdo curricular das faculdades e a formagao
continuada dos profissionais ndo sdo luxo, mas requisito de convergéncia entre técnica e
ética. Competéncias digitais aplicadas, leitura critica de saidas algoritmicas e
metodologias de verificagdo devem integrar o repertdorio minimo do jurista
contemporaneo. Pesquisa empirica sobre impacto de IA em pegas processuais, estudos de

caso e laboratorios de simulacdo podem aproximar teoria e pratica. Quanto mais cedo a
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cultura da verificagdo se enraiza, menor o espago para erros sistémicos. Educagdo
juridica, aqui, € politica preventiva.

Por fim, a sintese normativa que se impde ¢ clara: preservar a integridade do
processo e a confianga social na Justica exige protocolos operacionais que convertam
principios em rotinas de trabalho. Checklists obrigatorios, politicas de disclosure ao
cliente, métricas de qualidade textual e procedimentos escalaveis de corre¢do constituem
o léxico pratico dessa nova fase. Nao se busca deter a inovacao, mas adestra-la para fins
juridicos legitimos. A advocacia que se antecipa, padroniza ¢ documenta seus controles
transforma a IA de risco difuso em vantagem competitiva regulada. E nessa conjugagio
entre inovagdo ¢ responsabilidade que reside a verdadeira modernizagdo da pratica

forense.
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