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XXXII CONGRESSO NACIONAL DO CONPEDI SAO PAULO - SP
DIREITO, GOVERNANCA E NOVASTECNOLOGIASIV

Apresentacdo

O conjunto de pesquisas que sdo apresentadas neste livro faz parte do Grupo de Trabalho de
“DIREITO, GOVERNANCA E NOVAS TECNOLOGIAS 1V”, ocorrido no ambito do
XXXII Congresso Nacional, realizado entre os dias 26, 27 e 28 de novembro de 2025,
promovido pelo Conselho Nacional de Pesquisa e Pds-Graduacdo em Direito — CONPEDI e
gue teve como temética central “ Os caminhos dainternacionalizagdo e o futuro do Direito”.

Os trabalhos expostos e debatidos abordaram de forma geral distintas tematicas atinentes
DIREITO, GOVERNANCA E NOVAS TECNOLOGIAS, especialmente relacionadas aos
principais desafios que permeiam atecnologias juridica, passando pelainteligéncia artificial,
demais meios digitais, também apontando para problemas emergentes e propostas de
solugdes advindas de pesquisas em nivel de pds-graduacdo, especialmente, Mestrado e
Doutorado.

Os artigos apresentados trouxeram discussdes sobre: Tecnologias aplicaveis aos tribunais,
Governanca digital e governo digital, Exclusdo digital derivando tanto para exclusio social
guanto para acesso ajustica, desinformacéo e deepfake, cidades e TICs. N&o poderiam faltar
artigos sobre privacidade e protecdo de dados pessoais, com atencdo aos dados sensiveis,
consentimento e LGPD, liberdade de expresséo, censura em redes sociais, discriminagéo, uso
de sistemas de IA no Poder Judiciério, |A Generativa, violagdo aos Direitos Humanos e
Heranca Digital, dentre outro.

Para além das apresentacdes dos artigos, as discussdes durante o GT foram proficuas com
troca de experiéncias e estudos futuros. Metodologicamente, os artigos buscaram observar
fenbmenos envolvendo Direito e Tecnologia, sem esquecer dos fundamentos tedricos e,
ainda, trazendo aspectos atualissimos relativos aos riscos que ladeiam as novas tecnologias,
destacando os principios e fundamentos dos direitos fundamentais

Considerando todas essas teméticas relevantes, ndo pode ser outro sendo de satisfacdo o
sentimento que ndés coordenadores temos ao apresentar a presente obra. E necessario,
igualmente, agradecer imensamente aos pesquisadores que estiveram envolvidos tanto na
confeccao dos trabalhos quanto nos excelentes debates proporcionados neste Grupo de
Trabalho. Por fim, fica o reconhecimento a0 CONPEDI pela organizacéo e realizacéo de
mais um relevante evento.



A expectativa € de que esta obra possa contribuir com a compreensdo dos problemas do
cenario contemporaneo, com o a esperanca de que as leituras dessas pesguisas gudem na
reflex@o do atual caminhar do DIREITO, GOVERNANCA E NOVAS TECNOLOGIAS.
Prof. Dr. Eudes Vitor Bezerra (PPGDIR — UFMA)

Prof. Dr. Irineu Francisco Barreto Junior (PPGD — FMU/SP)

Prof. Dr. José Renato Gaziero Cella (Atitus Educagdo)

Prof. Dr. Marco Antonio Loschiavo Leme de Barros (PPGDPE-UPM)



SHADOWBANNING EM PLATAFORMASDIGITAIS: ENTRE A (AUTO)
REGULACAO, A SANCAO E A LIBERDADE CONTRATUAL

SHADOWBANNING ON DIGITAL PLATFORMS: BETWEEN (SELF)
REGULATION, SANCTION AND CONTRACTUAL FREEDOM

Fernanda Sathler Rocha Franco 1

Resumo

A moderacdo de conteldo e suas subespécies tém sido cada vez mais aplicadas nas

plataformas digitais, permitindo a filtragem de conteldos ilegais e nocivos e também

proporcionando importantes impactos sociais, juridicos e econdmicos. Diante disso, buscou-
se com este trabalho bibliogréfico e documental compreender alguns aspectos juridico-
regulatérios da atividade moderadora, em especial, do shadowbanning, por meio da analise
do Digital Services Act (DSA) e do Marco Civil da Internet (MCI), em didlogo com outros
dispositivos de lei nacionais. Conclui-se que ha uma tendéncia de fortalecimento da

autorregulacdo da moderacdo digital através de instrumentos privados contratuais, como

termos de uso e politicas internas, o que sugere a necessidade da ado¢do de uma perspectiva
regulatoria mais sistémica, incluindo a atuacdo de mais agentes interessados e um maior

didlogo das fontes e normas juridicas no ambiente digital, para o desenvolvimento de novas
regulactes mais equilibradas, seguras e eficazes no tema da moderacdo de contetido digital.

Palavras-chave: Plataformas digitais, Moderacéo de contetido, Shadowbanning, Regulacéo,
Termos de uso

Abstract/Resumen/Résumeé

Content moderation and its subspecies have been increasingly applied on digital platforms,
alowing the filtering of illegal and harmful content and also providing important social,
legal, and economic impacts. In view of this, this bibliographic and documentary work
sought to understand some legal-regulatory aspects of the moderating activity, in particular,
shadowbanning, through the analysis of the Digital Services Act (DSA) and the Civil Rights
Framework for the Internet (MCI), in dialogue with other national law provisions. It is
concluded that there is a tendency to strengthen the self-regulation of digital moderation
through private contractual instruments, such as terms of use and internal policies, which
suggests the need to adopt a more systemic regulatory perspective, including the performance
of more interested agents and a greater dialogue of legal sources and norms in the digital
environment. for the development of new, more balanced, safe and effective regulations on
the subject of digital content moderation.

1 Doutoranda em Direito nalinhainterdisciplinar de Tecnhologia e Inovacdo na Universidade Federa de Minas
Gerais, mestra em Direito pela Universidade Federal de Juiz de Fora, advogada.
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K eywor ds/Palabr as-claves/M ots-clés: Digital platforms, Content moderation,
Shadowbanning, Regulation, Terms of use
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1. Introducao

Lidar com os potenciais € os riscos dos conteudos digitais tornou-se um dos
principais desafios em termos juridico-regulatdrios. As grandes plataformas digitais', como
redes sociais e outros canais de comunicacdo, aliadas a sofisticadas tecnologias, vem
ganhando cada vez mais protagonismo por meio da modera¢do dos contetidos de seus
usuarios’. O tema desperta a atengdo, pois embora pouco se conhega os critérios € o
procedimento adotados pelas plataformas digitais na atividade moderadora’, percebe-se as
suas significativas repercussoes sociais, politicas, economicas e juridicas.

Em linhas gerais, a modera¢do de contetido pode ser compreendida como um
conjunto de “atividades, automatizadas ou ndo (...) destinadas em especial a detectar,
identificar e combater os conteudos ilegais ou informagdes incompativeis com 0s seus termos
e condicoes fornecidos pelos destinatarios do servigo, incluindo as medidas tomadas que
afetam a disponibilidade, visibilidade e acessibilidade desses contetidos ilegais ou dessas
informagdes, como a despromogao, a desmonetizacdo, a desativacdo do acesso ou a supressao
dos mesmos, ou que afetem a capacidade de os destinatarios do servico fornecerem essas

informagdes, como a cessa¢do ou suspensio da conta de um destinatario”.*

'0 termo grandes plataformas digitais, utilizado neste trabalho, equivale a expressio very large online platforms
(VLOPs), que esta prevista na recente diretiva europeia Digital Services Act (DSA) e se refere a plataformas de
grande escala como YouTube, Meta, Instagram, TikTok, X (Twitter) e Facebook (QUINTAIS, Joao P,;
APPELMAN, Naomi; FATHAIGH, Ronan O. Using Terms and Conditions to apply Fundamental Rights to
Content Moderation. German Law Journal, 24, pp. 881-911, 2023. p. 883. Disponivel em:
https://www.cambridge.org/core/journals/german-law-journal/article/using-terms-and-conditions-to-apply-funda
mental-rights-to-content-moderation/B30B9043D1C6F14AE9C3647A845E6E10. Acesso em 17 jun. 2024).
MULLIGAN, Deirde, K.; BAMBERGER, Kenneth A. Allocating Responsibility in Content Moderation: A
Functional Framework. Berkeley Technology Law Journal. Berkeley: University of California School of Law. v.
36,n. 03, p. 1091-1171, 2021. p. 1094.

SLEE, Edward. Moderating Content Moderation: A Framework for Nonpartisanship in Online Governance.
American University Law Review. Washington: Washington College of Law. v. 70, n. 03, p. 913-1060, fv. 2021.
p- 913.

‘EUROPEAN UNION. Digital Services Act. REGULATION (EU) 2022/2065 OF THE EUROPEAN
PARLIAMENT AND OF THE COUNCIL of 19 October 2022 on a Single Market For Digital Services and
amending Directive 2000/31/EC (Digital Services Act). Disponivel em:
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32022R2065. Acesso em 13 jun. 2024.
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Entre as diferentes praticas de moderacdo destaca-se o shadowbanning’ (banimento a
sombra ou banimento fantasma, em traducdes literais), que limita a visibilidade e reduz o
alcance do conteudo ou da conta do usudrio, sem que muitas vezes este usuario saiba disso
prévia ou imediatamente, podendo causar-lhe impactos negativos importantes® ’, como
potenciais tratamentos discriminatorios ilicitos entre usuarios, indisponibilizagdo do acesso a
informagdes relevantes, enviesamento de contetidos, entre outras questdes.®

Diante disso, através da pesquisa bibliografica e documental, este artigo buscou
analisar e compreender como a pratica do shadowbanning é abordada sob a perspectiva
juridico-regulatoria, com énfase na analise do Regulamento n. 2065/2022 (Digital Services
Act - DSA) e do Marco Civil da Internet (MCI)’, em didlogo com alguns dispositivos do
Cddigo Civil, Codigo de Defesa do Consumidor, Lei Geral de Protecdo de Dados e o Projeto

de Lein. 2.338/23.

*Exemplificativamente, no “X> (Twitter), ha contas que sdo afetadas pelo shadowbanning, como foi o caso de
Jay Bhattacharya, professor da Universidade de Stanford, que por afirmar, durante a pandemia da Covid-19, que
0 lockdown poderia prejudicar as criangas, teve sua conta movida para a “Trends Blacklist”, uma lista que
impede os tweets de “viralizarem” na rede (SPAGNUOLO, Sergio. Twitter confirma shadow ban contra certos
usuarios. Nicleo, dez. 2022. Disponivel em:
https://nucleo.jor.br/reportagem/2022-12-09-twitter-files-black-lists/. Acesso em 17 jun. 2024). Outro exemplo ¢é
o TikTok, que teria orientado seus funcionarios a marcar os videos de pessoas com deficiéncias fisicas,
desfiguragdo facial, autismo e sindrome de Down, além de pessoas obesas, ¢ segmentar estes usuarios como
“especiais”, para reduzir o alcance das publicagdes desses usuarios (FERNANDES, Rodrigo. Seis polémicas do
TikTok em 2019. Techtudo, dez. 2019. Disponivel em:
https://www.techtudo.com.br/noticias/2019/12/seis-polemicas-do-tiktok-em-2019.ghtml. Acesso em 17 jun.
2024).

®CHEN, Yen-Shao; ZAMAN, Tauhid. Shaping opinions in social networks with shadow banning. Plos One, 19,
3, 2024. p. 2. Disponivel em: https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0299977. Acesso
em 15 jun. 2024.; ENARSSON, Therese. Online Content Moderation in and Beyond the EU Digital Services Act
— Exploring the Tension between Automated Speed and Human Contextuality. SSRN, abr. 2024. p. 6. Disponivel
em: https://papers.ssrn.com/sol3/papers.cfm?abstract id=4806704. Acesso em 15 jun. 2024,

’E o caso de Marcela Balandez, que ingressou com agdo judicial contra o Facebook, sob a alegagdo de que o
Instagram teria desativado diversas funcionalidades de sua conta, como o alcance e a “capacidade de
engajamento”, sem lhe comunicar previamente ou lhe conferir oportunidade de defesa. Ainda conforme
Balandez, o engajamento de sua conta teria sido reduzido em mais de 90% na plataforma, implicando de forma
significativa nos 7 milhdes de visualizagdes que suas postagens costumavam atingir antes das mencionadas
restri¢cdes e impactando sua percepcao econdmica na rede (BRASIL. Tribunal de Justica do Estado de Sdo Paulo.
Apelagdo Civel n® XXXXX-38.2023.8.26.0100, da 34" Camara de Direito Privado do Tribunal de Justica do
Estado de Sdo Paulo, Sdo Paulo, SP, 25 de margo de 2024. Lex: jurisprudéncia do Tribunal de Justica do Estado

de Sao Paulo. Disponivel em:
https://www.jusbrasil.com.br/jurisprudencia/tj-sp/2319355008/inteiro-teor-2319355017. Acesso em 28 jun.
2024).

8CHEN, Yen-Shao; ZAMAN, Tauhid. Shaping opinions in social networks with shadow banning. Plos One, 19,
3, 2024. p. 22. Disponivel em: https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0299977.
Acesso em 15 jun. 2024.

°No presente trabalho optou-se por essas normativas tendo em vista que o DSA € uma diretiva internacional que
trata da moderagdo de conteudo digital, além de ter sido a pioneira na abordagem expressa do shadowbanning.
Por sua vez, optou-se pelo MCI por ser este o principal dispositivo de lei brasileiro que contempla os principios e
direitos dos usuarios na internet € no meio virtual.

27



2. Shadowbanning nas plataformas digitais: forma de moderacio de conteudo, filtragem

de conteudo ou espécie de san¢ao imposta ao usuario?

2.1 Algumas delimitacdes conceituais desta pratica

Em linhas gerais, shadowbanning é uma estratégia utilizada pelas plataformas para
reduzir a visibilidade do contetido nos mecanismos de busca e recomendacdo'’. Trata-se de
uma pratica que tem sido aplicada de forma suplementar as estratégias comuns de moderagao,
para a gestdo de controvérsias envolvendo a violagdo das diretrizes das plataformas.

Todavia, é uma aplicagdo que desperta a aten¢ao ndo s6 dos usuarios, mas também
de estudiosos, ja que, em um primeiro momento, ndo se consegue saber se o seu proprio
conteudo foi alvo de shadowbanning"', pela falta de notifica¢do por parte das plataformas e do
desconhecimento do publico geral sobre o funcionamento desta pratica. Isso significa que o
usuario pode ter apenas a falsa impressdo de que sua publicagdo continua visivel na
plataforma.

Regra geral, os termos e politicas de uso destas plataformas sdo os principais
instrumentos que disciplinam sobre a utilizagdo da plataforma e as interagcdes dos usudrios.
Por outro lado, mesmo essas diretrizes, combinadas a praticas algoritmicas, costumam nao
esclarecer sobre o procedimento da moderagdo de conteddo e, muito menos, do
shadowbanning", conforme apontado por Edward Lee, estudioso dos direitos da internet'?.

Mas o que seria esta pratica: o resultado de um procedimento de moderagdo e
classificagdo de conteudo? Uma san¢do imposta ao usudrio? Uma curadoria de conteido? Um

conjunto destes elementos?'*

YCOTTER, Kelley. “Shadowbanning is not a thing”: black box gaslighting and the power to independently know
and credibly critique algorithms. Information, Communication & Society, v. 26, 2023. Disponivel em:
https://www.tandfonline.com/doi/full/10.1080/1369118X.2021.1994624. Acesso em 12 jun. 2024.

"NICHOLAS, Gabriel. Sunsetting “Shadowbanning”. Yale Law School Information Society Project Platform
Governance Terminologies Essay Series, jul. 2023. p- 4. Disponivel em:
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4522168. Acesso em 17 jun. 2024.

2QUINTAIS, Jodo P.; APPELMAN, Naomi; FATHAIGH, Ronan O. Using Terms and Conditions to apply
Fundamental Rights to Content Moderation. German Law Journal, 24, p. 881-911, 2023. p. 884. Disponivel em:
https://www.cambridge.org/core/journals/german-law-journal/article/using-terms-and-conditions-to-apply-funda
mental-rights-to-content-moderation/B30B9043D1C6F 14AE9C3647A845E6E10. Acesso em 17 jun. 2024.
BLEE, Edward. Moderating Content Moderation: A Framework for Nonpartisanship in Online Governance.
American University Law Review. Washington: Washington College of Law. v. 70, n. 03, p. 913-1060, fv. 2021.
p- 913.

“THORSON, Kjerstin; WELLS, Chris. Curated Flows: A Framework for Mapping Media Exposure in the
Digital Age. Communication Theory, v. 26, i. 3, ago. 2016. Disponivel em: https://doi.org/10.1111/comt.12087.
Acesso em 13 jun. 2024.
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Para alguns autores, como Kelley Cotter, shadowbanning ndo ¢ uma forma de
modera¢do de conteudo, pois sua aplicacdo ndo ¢ informada aos usuarios. Para a autora, esta
pratica seria uma modalidade mais suave de san¢do imposta pelas plataformas digitais.'

Em compreensdo diversa, Joan Donovan, Danah Boyd', David Bamman, Brendan
O’Connor ¢ Noah Smith'” entendem que é uma das modalidades de censura algoritmica
estratégica e silenciosa para evitar agdes mais chamativas, como a suspensdo das contas dos
usudrios. Outra possibilidade de compreensao desta expressao ¢ defendida por autores como
Paddy Leerssen, para quem shadowbanning seria uma nova técnica de moderagdo de
conteudo nas plataformas digitais, por meio de sistemas de ranking dindmicos e volateis cujos
efeitos ainda ndo sdo completamente conhecidos'®. O presente trabalho adotard esta

delimitacao conceitual.

2.2 Shadowbanning: procedimento e principais aplicacoes

Tal como a moderagdo de conteudo, o shadowbanning ¢ realizado por meio de
sistemas automatizados de recomendacdo e busca, com auxilio de modelos de inteligéncia
artificial de aprendizagem de maquina, redes neurais e modelagem por algoritmos de
otimizagdo."

Resumidamente, o processo € permeado por criptografia, mais especificamente pelo

método padrio denominado hashing®™, que consiste na transformagdo de um conteudo

SCOTTER, Kelley. Playing the Visibility Game: How Digital Influencers and Algorithms Negotiate Influence
on Instagram. New Media and Society, 21, 4, p. 895-913, 2019. p. 16. Disponivel em:
https://www.semanticscholar.org/paper/Playing-the-visibility-game%?3 A-How-digital-and-on-Cotter/3f94845cfec
2ed04bfd0d0b1a41b994a56e5f6d9. Acesso em 29 jun. 2024.

“DONOVAN, Joan; BOYD, Danah.Stop the Presses? Moving from Strategic Silence to Strategic Amplification
in a Networked Media Ecosystem. American Behavioral Scientist, 65, 2, p. 333-350, 2019. Disponivel em:
https://www.researchgate.net/publication/356909505 Stop the Presses Moving_from_Strategic Silence to_ Str
ategic Amplification in a Networked Media Ecosystem. Acesso em 29 jun. 2024.

"BAMMAN, David; O’CONNOR, Brendan; SMITH, Noah A. Censorship and Deletion Practices in Chinese
Social Media. First Monday, 17, 3, mar. 2012. p- 1-2. Disponivel em:
https://www.semanticscholar.org/paper/Censorship-and-deletion-practices-in-Chinese-social-Bamman-0%27Co
nnor/7¢23d25d45b6bf781df6e1975674489604e388e4. Acesso em 29 jun. 2024.

SLEERSSEN, Paddy. An end to shadow banning? Transparency rights in the Digital Services Act between
content moderation and curation. Computer Law & Security Review, 48, p. 1-13, 2023. p. 11. Disponivel em:
https://www.sciencedirect.com/science/article/pii/S0267364923000018. Acesso em 13 jun. 2024,

LEERSSEN, Paddy. The Soap Box as a Black Box: Regulating Transparency in Social Media Recommender
Systems. European Journal of Law and Technology, v. 11, n. 2, mar. 2020. Disponivel em:
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3544009. Acesso em 13 jun. 2024.

®Qutra técnica utilizada é o hashing perceptivo, que buscara, por meio da comparacdo, identificar as
caracteristicas especificas do contetido analisado, para determinar o limiar de diferenga permitido entre o novo
hash e o hash ja armazenado. Para a moderacdo de conteudo, o hashing perceptivo seria mais eficaz, pois permite
ao sistema compreender melhor a relagdo entre os dados, principalmente entre imagens, ao passo que o hashing
criptografico, apesar de auxiliar na autenticacdo de uma informagdo, ndo opera bem na moderacio de conteudo,
pois permite a facil driblagem do sistema, desde que sejam feitas pequenas alteragdes no contetido, como a
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(imagem, video, texto) em uma unica cadeia de dados de tamanho padronizado (hash), que
recebera um rétulo, uma “impressdo digital” especifica, um valor. Em seguida, o sistema
automatizado realiza rapidas comparagdes entre o valor atribuido ao hash e o valor registrado
em sua base de dados, composta por outros hashes de itens indesejados, como pornografia e
violagdo aos direitos autorais.

Entdo, por meio de modelos de TA que processam linguagem natural, segue-se para
as etapas de deteccdo e classificacdo das caracteristicas dos conteudos ainda nao visualizadas
pelo sistema, para treind-lo, com algoritmos estatisticos, de modo que ele aprenda a encontrar
padrdes em seus dados registrados e aplica-los ao novo conteudo.

Nesta etapa ¢ essencial o emprego de deep learning, que é uma subcategoria de
aprendizagem de maquina inspirada no processamento cerebral humano. Esta tecnologia
ampara-se em redes “neurais” para analisar e classificar as diferentes caracteristicas dos textos
compartilhados pelos usudrios das plataformas e, em seguida, com exemplos previamente
categorizados por humanos, treinar o sistema sobre os conteidos que podem ou ndo ser
aceitos.

Assim, palavras, frases e estruturas gramaticais sdo convertidas em valores
numéricos € o sistema cria regras internas de atribui¢ao de pesos as diferentes caracteristicas
encontradas e aplica estas regras aos novos exemplos de textos para determinar sua categoria
especifica e, ao final, decidir se alguma medida moderadora sera tomada?®'. Entre os exemplos
mais conhecidos de sistemas que utilizam essas tecnologias para moderacdo de conteudo
estdo o API Content Safety, da Google, o PhotoDNA, da Microsoft, e o PDQ Hash, da Meta.

Ao mesmo tempo, apesar dos beneficios trazidos por essas tecnologias, elas também
adicionam desafios a compreensdo da atividade moderadora e dos seus diversos impactos.
Basta lembrarmos que essa operagao acontece de forma altamente agil e repete-se milhares de
vezes ao dia. Além disso, os modelos de negdcio das plataformas digitais sdo bastante volateis
e estdo sempre em busca da personalizacdo da experiéncia do usudrio. Todos esses fatores
dificultam ao publico geral identificar o que estd sendo feito por meio da moderagdo de

contetdo e as suas possiveis repercussoes.*

implantagdo de marcas d’agua em uma imagem (SHENG, Chuyi. Automated Content Moderation. Georgetown
Law Technology Review. Washington: Georgetown Law School. v. 06, n. 01, p. 351-363, jun. 2022. p. 355).
2ISHENG, Chuyi. Automated Content Moderation. Georgetown Law Technology Review. Washington:
Georgetown Law School. v. 06, n. 01, p. 351-363, jun. 2022. p. 355.

2JAIDKA, Kokil; MUKERJEE, Subhayan; LELKES, Yphtach. Silenced on social media: The gatekeeping
functions of shadowbans in the American Twitterverse. Journal of Communication, abr. 2022. Disponivel em:
https://papers.ssrn.com/sol3/papers.cfm?abstract id=4087843. Acesso em 13 jun. 2024.
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Ferramentas de alteragdo da visibilidade digital de um contetido, como o
shadowbanning, podem ser aplicadas de formas variadas,” seja pela invisibilidade do
conteudo ou apenas pela reducdo do seu alcance®. As restricdes de visibilidade sdo sutis,
personalizaveis, podendo incidir sobre determinados grupos de usudrios ou ainda sobre certas
regides demograficas® ou também por conta de mudangas estruturais nos métodos de
ranqueamento das plataformas.

Nesse sentido, as plataformas digitais projetam-se cada vez mais como modeladoras
das estruturas tecnoldgicas, do mercado, das relacdes entre seus usudrios, da gestdo da
informagdo e do debate de questdes afetas ao publico geral®. Paralelamente, os agentes
privados, responsaveis pela administracdo das plataformas digitais, exercem um crescente
poder normativo-regulador que se consolida, sobretudo, por meio de instrumentos privados
contratuais, como termos de uso e padroniza¢des de natureza técnica’’ com o auxilio de
tecnologias digitais.”

Nesse sentido, a avaliacdo, a filtragem e a selecao dos conteudos veiculados no meio
digital também sdo cada vez mais operadas por estas tecnologias®. Entretanto, as métricas, 0s
critérios e as etapas da moderacdo de conteudo ainda sdo desconhecidas pelo publico em geral
e pelos usuarios destas plataformas®, denotando o problema da transparéncia e do acesso as

informagdes sobre a operacao e os critérios utilizados. Diante deste cenario, diferentes estudos

BGILLESPIE, Tarleton. Do Not Recommend? Reduction as a Form of Content Moderation. Social Media +
Society. V. 8, I 3, jul.-set. 2022. Disponivel em:
https://journals.sagepub.com/doi/full/10.1177/20563051221117552. Acesso em 13 jun. 2024.

#JAIDKA, Kokil; MUKERJEE, Subhayan; LELKES, Yphtach. Silenced on social media: The gatekeeping
functions of shadowbans in the American Twitterverse. Journal of Communication, abr. 2022. Disponivel em:
https://papers.ssrn.com/sol3/papers.cfm?abstract id=4087843. Acesso em 13 jun. 2024.
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York: Cambridge University Press, 2019.
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%20Strange.pdf. Acesso em 14 jun. 2024.
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jun. 2024.
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of Expression. Human Rights Law Review, 20, p. 607-640, 2020. p. 609. Disponivel em:
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e esforgos regulatdrios interdisciplinares sdo empreendidos, na tentativa de compreender
melhor o funcionamento da moderacdao de contetdo, e suas subespécies, e desenvolver regras

e medidas de prevencao de riscos.

3. Aspectos regulatorios da moderaciao de conteudo: Digital Services Act (DSA) e Marco

Civil da Internet

3.1 Digital Services Act (DSA)

A diretiva do Digital Services Act (DSA) se destaca por introduzir, de forma mais
concreta, deveres proporcionais as plataformas online de grande porte®', incluindo regras de
modera¢do de contetido digital. Além disso, esta diretiva foi pioneira na abordagem de
atividades moderadoras mais especificas, como o shadowbanning® . O DSA prevé a inclusdo
de pessoal humano capacitado para avaliar e supervisionar os possiveis impactos da tomada
de decisdes automatizadas e analisar o contexto em que a moderagao de contetido € aplicada,
conforme disposto no Considerando 87.

Sobre a moderagdo de conteudo digital, a diretiva norteamericana introduziu os
elementos gerais da estrutura denominada notice-and-action, segundo a qual as plataformas
serdo responsabilizadas por eventuais contetidos ilicitos ou indevidos apenas quando faltarem
com o seu dever de notificar a possivel vitima do contetido ilegal. Por meio do
notice-and-action, busca-se evitar que os prestadores de servicos digitais realizem uma
censura prévia dos conteudos postados por seus usudrios.

Para tanto, o dever de informagdo aos usuarios continua sendo uma obrigagdo das
plataformas digitais. Nos termos e condi¢des de suas plataformas, os prestadores de servigos
deverdo informar sobre as restricdes que costumam impor aos seus usudrios, bem como as
politicas, medidas, procedimentos e ferramentas utilizadas no mecanismo de moderacdo de
conteudos, seja esta moderagdo de origem algoritmica ou humana. De modo geral, apesar do

DSA contemplar as garantias da liberdade de expressdo, da transparéncia e da explicabilidade

SIBUENO, Thales M.; CANAAN, Renan G. The Brussels Effect in Brazil: Analyzing the impact of the EU
digital services act on the discussion surrounding the fake news bill. Telecommunications Policy, 48, p. 1-15,
2024. p. 5. Disponivel em: https://www.sciencedirect.com/science/article/pii/S0308596124000545#sec4. Acesso
em 29 jun. 2024.

2EUROPEAN UNION. Digital Services Act. REGULATION (EU) 2022/2065 OF THE EUROPEAN
PARLIAMENT AND OF THE COUNCIL of 19 October 2022 on a Single Market For Digital Services and
amending Directive 2000/31/EC (Digital Services Act). Disponivel em:
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32022R2065. Acesso em 13 jun. 2024.
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ao usuario, esta diretiva ndo adentrou nos detalhes procedimentais da moderagdo de
contetudo.™

Com relacao ao shadowbanning, o art. 17 do DSA, autoriza a sua aplicagao nos casos
de conteudo ilegal** ou incompativel com os termos e condigdes das plataformas. Portanto,
esta modalidade moderadora pode ocorrer por meio de: “a) quaisquer restrigdes a visibilidade
de elementos especificos de informag¢do fornecidos pelo destinatario do servigo,
nomeadamente a supressdo de conteudos, a desativacdo do acesso a conteudos ou a
despromocdo de contetidos; b) Suspensdo, cessacdo ou outra restricdo dos pagamentos
monetarios; ¢) Suspensio ou cessagdo da prestagdo do servigo, no todo ou em parte (...)”.*°

Ainda sobre estas aplicacdes de shadowbanning, o DSA traz a ressalva de que cabe
as plataformas apresentar aos afetados os motivos da aplicagdo destas restrigoes, de forma
clara e especifica. Tal exposi¢gdo de motivos deve indicar qual restricdo foi aplicada
(supressdo, desativagdo do acesso as informacdes, despromog¢do ou restricdo da visibilidade
das informacgdes); apontar os fatos e circunstancias que motivaram a restricdo ao usuario;
indicar o uso de mecanismos automatizados; mencionar o fundamento juridico, quando se
tratar de conteudos ilegais, ou apontar a cldusula contratual eventualmente violada. Também
deve constar informagdes sobre os mecanismos internos de resolucdo extrajudicial de
conflitos e vias judiciais para que o usuario possa reclamar ou apresentar recurso contra a
medida moderadora aplicada.

Além disso, o art. 27 da diretiva prevé a necessidade de transparéncia sobre os
sistemas de recomendacdo das plataformas digitais, cujos termos e condi¢des devem
apresentar, de forma clara, os principais pardmetros utilizados, além da disponibiliza¢do de
opgoes para que os destinatarios dos servigos possam alterar ou influenciar tais parametros.

Por fim, o artigo 27 estipula que devem ser apresentados aos usuarios as seguintes
informagoes: “a) Os critérios mais significativos para determinar as informagoes sugeridas

ao destinatario do servigo; [e] b) Os motivos da importancia relativa destes pardmetros”.

PENARSSON, Therese. Online Content Moderation in and Beyond the EU Digital Services Act — Exploring the
Tension between Automated Speed and Human Contextuality. SSRN, abr. 2024. p. 9. Disponivel em:
https://papers.ssrn.com/sol3/papers.cfm?abstract id=4806704. Acesso em 15 jun. 2024.

3#0 art. 17 (5) do DSA traz a ressalva da inaplicabilidade do art. 17 as decisdes previstas no art. 9° (atuacio das
plataformas apos notificagdo de autoridades judiciarias ou administrativas da Unido Europeia sobre conteudos
ilegais).

EUROPEAN UNION. Digital Services Act. REGULATION (EU) 2022/2065 OF THE EUROPEAN
PARLIAMENT AND OF THE COUNCIL of 19 October 2022 on a Single Market For Digital Services and
amending Directive 2000/31/EC (Digital Services Act). Disponivel em:
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32022R2065. Acesso em 13 jun. 2024.
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3.2 Marco Civil da Internet (MCI):

O Marco Civil da Internet, cuja proposta legislativa buscou prevenir o espago online
da censura e promover a liberdade de expressdo®, ¢ um importante dispositivo de lei nacional
por ter sido o primeiro que, no Brasil, buscou discutir os limites seguros da internet e
construir um conjunto de direitos e liberdades civis que expressassem os valores ja
consagrados pela Constitui¢do Federal de 1988, além de ter adotado um amplo e democratico
processo deliberatorio que incluiu diversos atores.” **

Com o passar dos anos, mediante as novas implicagdes propiciadas pela internet e a
sofisticacdo das tecnologias digitais, passou-se a compreender que a liberdade de expressao
era apenas uma das facetas de um complexo maior de desafios e direitos fundamentais.

Sendo assim, além da liberdade de expressdo, preceito caro ao MCI*, este
dispositivo de lei tem também outros fundamentos, como abertura, pluralidade, livre
iniciativa, livre concorréncia, defesa do consumidor, finalidade social da rede e adesdo aos
padrdes tecnologicos abertos.

Ainda, o MCI prevé o direito do usudrio de obter “informacgoes claras e completas
constantes dos contratos de prestacdo de servigos, (..) bem como sobre prdticas de
gerenciamento da rede que possam afetar sua qualidade”, conforme disposto no art. 7°, VI.*

Ja com relacdo a moderagcdo de contetido nas plataformas digitais, as normas do
Marco Civil da Internet buscam evitar abusos e filtragens injustificadas por parte das
plataformas digitais, além de assegurar o contraditorio e a ampla defesa as partes envolvidas.

Além disso, o MCI permite que os provedores de aplicagdes estipulem critérios para esta

moderacdo e para a remogdo direta de contetido, por meio de seus termos e politicas de uso.*!

3TOMASEVICIUS FILHO, Eduardo. Marco Civil da Internet: uma lei sem conteudo normativo. Estudos
Avanc¢ados. Sao Paulo: Direito GV, v. 30, n. 86, p. 269-285, abr. 2016. p. 273.

’LEMOS, Ronaldo. O Marco Civil como simbolo do desejo por inovagdo no Brasil. In: LEITE, George S.;
LEMOS, Ronaldo (Coords.). Marco Civil da Internet. Sdo Paulo: Atlas, 2014. p. 4-5.

B¥TOMASEVICIUS FILHO, Eduardo. Marco Civil da Internet: uma lei sem contetido normativo. Estudos
Avancgados. Sao Paulo: Direito GV, v. 30, n. 86, p. 269-285, abr. 2016. p. 276-277.

TEFFE, Chiara Spadaccini de; SOUZA, Carlos Affonso. Responsabilidade civil de provedores na rede: analise
da aplicagdo do marco civil da internet pelo Superior Tribunal de Justica. Revista IBERC, v.1, n. 1,
nov.-fev./2019. p. 09. Disponivel em: https://revistaiberc.responsabilidadecivil.org/iberc/article/view/6/5. Acesso
em 14 jun. 2024.

“BRASIL. Lei n® 12.965, de 23 de abril de 2014. Estabelece principios, garantias, direitos e deveres para o uso
da Internet no Brasil. Didrio Oficial da Unido: Brasilia, DF, 23 abr. 2014. Disponivel em:
https://www.planalto.gov.br/ccivil 03/ ato2011-2014/2014/1e1/112965.htm. Acesso em 14 jun. 2024.

4 TEFFE, Chiara Spadaccini de; SOUZA, Carlos Affonso. Responsabilidade civil de provedores na rede: analise
da aplicagdo do marco civil da internet pelo Superior Tribunal de Justica. Revista IBERC, v.1, n. 1,
nov.-fev./2019. Disponivel em: https://revistaiberc.responsabilidadecivil.org/iberc/article/view/6/5. Acesso em 14
jun. 2024.
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Nesta linha, o art. 19 estabelece apenas que o provedor de aplicacdes de internet
apenas tera a obrigacdo legal de remover determinado conteudo mediante ordem judicial
especifica, no Ambito e conforme os limites técnicos de seu servigo.**

Por outro lado, considerando a crescente sofisticagdo das tecnologias utilizadas na
moderagdo de conteudo e suas diferentes modalidades, a 16gica binaria prevista no art. 19 do
MCI (remover ou ndo remover o contetdo)* ja ndo ¢ mais apta para lidar com os impactos
atuais da moderacdo® e das suas formas intermediarias. Diante dessas consideragdes, como

outros dispositivos legais do sistema brasileiro abordam a moderacdo de contetido e os seus

possiveis efeitos? E o que se pretende discutir na proxima segio deste trabalho.

4. Cédigo Civil, Codigo de Defesa do Consumidor e Lei Geral de Protecao de Dados:

uma abordagem juridica sistémica

4.1 Codigo Civil e a teoria do abuso de direito

A relacdo dos usuarios com as plataformas digitais, bem como as praticas de
moderacdo de contetdo nestas plataformas, sdo organizadas principalmente pela via
contratual da adesdo, com regras estabelecidas nos termos de uso e politicas dessas
plataformas. Como se sabe, em um contrato de adesdo as clausulas sdo elaboradas de antemao
por uma das partes, sem a possibilidade de discussdo ou negociacdo dos termos substanciais

pelo aderente.* 47

“BRASIL. Lei n° 12.965, de 23 de abril de 2014. Estabelece principios, garantias, direitos e deveres para o uso
da Internet no Brasil. Didrio Oficial da Unido: Brasilia, DF, 23 abr. 2014. Disponivel em:
https://www.planalto.gov.br/ccivil_03/ ato2011-2014/2014/1ei/112965.htm. Acesso em 14 jun. 2024.

A excegdo a regra do art. 19 encontra-se prevista no art. 21 do MCI (BRASIL. Lei n® 12.965, de 23 de abril de
2014. Estabelece principios, garantias, direitos e deveres para o uso da Internet no Brasil. Didrio Oficial da
Unido: Brasilia, DF, 23 abr. 2014. Disponivel em:
https://www.planalto.gov.br/ccivil 03/ ato2011-2014/2014/1ei/112965.htm. Acesso em 14 jun. 2024).

#Se aplicada de forma equivocada, a medida de remogdo do contetido pode impactar de forma significativa e até
causar danos importantes, como a retirada de dados e fatos elucidativos de momentos histéricos ou informagdes
de saude publica, por exemplo (GOLDMAN, Eric. Content Moderation Remedies. Michigan Technology Law
Review, v. 28, n.1, 2021. p. 21. Disponivel em: https://papers.ssrn.com/sol3/papers.cfm?abstract id=3810580.
Acesso em 14 jun. 2024).

DIAS, Daniel; BELLI, Luca; ZINGALES, Nicolo; GASPAR, Walter B.; CURZI, Yasmin. Plataformas no
Marco Civil da Internet: a necessidade de uma responsabilidade progressiva baseada em riscos. Civilistica.com,
a. 12. n. 3. 2023. Disponivel em: https://civilistica.emnuvens.com.br/redc/article/view/931/737. p. 9. Acesso em
14 jun. 2024.

*GOMES, Orlando. Contratos de adesdo: condi¢oes gerais dos contratos, Sio Paulo: Revista dos Tribunais,
1972. p. 10.

“LONGONI KLEE, Antonia E. O conceito de estabelecimento empresarial virtual e a protegdo do consumidor
nos contratos eletronicos: algumas reflexdes. In: MARTINS, Guilherme Magalhaes (Coord.). Direito Privado
e Internet. Sao Paulo: Atlas, 2014. p. 206.
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Nesse sentido, os termos de uso das plataformas digitais costumam informar o uso da
modera¢do de contetdo em suas comunidades e indicar alguns critérios que orientam a
aplicacdo desta tecnologia. Por outro lado, pouco se informa sobre os detalhes mais técnicos
dessa operagdo, em especial, quando se trata das atividades moderadoras intermediérias, como

o shadowbanning.

Na pratica, ao ser aplicada esta forma de moderagdo, as postagens dos usuarios
passam a ter menor visibilidade e menor alcance. Considerando que os meios digitais t€ém
sido cada vez mais utilizados para diversos fins que extrapolam o mero entretenimento, os
usudrios alvos de praticas como o shadowbanning podem experimentar uma redugdo também

nas oportunidades de interagdes sociais, profissionais e at¢ mesmo econdmicas.

Entdo, ao avaliar e filtrar os contetidos publicados pelos usudrios, reduzindo-lhes a
visibilidade e o alcance, sem que estes usuarios sejam informados disso, com potenciais
danos, estariam as plataformas digitais abusando de seu direito de moderar? Para responder a
esta pergunta, ¢ preciso compreender melhor os contornos juridicos do abuso de direito.
Conforme Giuseppe Lumia, abusa de seu direito o individuo que exerce sua posic¢ao juridica
legitima de forma anormal, ultrapassando os limites da boa fé e da lealdade e perturbando a

convivéncia social e civilmente organizada.*®

Portanto, o abuso de direito evidencia-se pelo “exercicio de um direito que, muito
embora inicialmente amparado pelo ordenamento juridico, excede manifestamente os limites
estabelecidos pelas regras de convivéncia em sociedade, transgredindo seus fins econémicos
ou sociais (...)”%*. Anténio Menezes Cordeiro explica que este abuso esta relacionado ao
“exercicio disfuncional de posi¢des juridicas”, que se traduz em uma conduta manifestamente
excessiva por parte do titular de um direito. Trata-se de um comportamento que ultrapassa os
parametros do bom senso e da legitimidade juridica e coletiva e que acaba culminando em
consequéncias sociais, econdmicas e juridicas negativas para outra(s) pessoa(s).”

No mesmo sentido segue o Cddigo Civil, cujo art. 187 dispde que “também comete

ato ilicito o titular de um direito que, ao exercé-lo, excede manifestamente os limites impostos

BLUMIA, Giuseppe. Teoria da relagio juridica: Lineamenti di teoria e ideologia del diritto, 3. ed., Milano:
Giuffré,trad. Alcides Tomasetti Jr., 1981. p. 102-23.

“DANTAS, Paulo R. F. 4 prote¢do contra clausulas abusivas no Cédigo Civil, Sdo Paulo: Atlas, 2007. p. 174.
CORDEIRO, Anténio. M. Do abuso do direito: estado das questdes e perspectivas. Revista da Ordem dos
Advogados, V. 11, a. 65, set. 2005. p- 2; 25. Disponivel em:
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nais/antonio-menezes-cordeiro-do-abuso-do-direito-estado-das-questoes-e-perspectivas-star/#:~:text=%C3%89%
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eito. Acesso em 26 jun. 2024.

36


https://portal.oa.pt/publicacoes/revista-da-ordem-dos-advogados/
https://portal.oa.pt/publicacoes/revista-da-ordem-dos-advogados/

pelo seu fim econémico ou social, pela boa-fé ou pelos bons costumes™' **. Assim, o abuso de
direito ¢ uma previsao legal expressa em forma de cldusula geral, o que permite a este
dispositivo de lei abarcar as formulagdes mais genéricas possiveis e contemplar um amplo
escopo de situagdes faticas. Em razdo deste carater genérico, a verificacdo judicial de eventual
abuso de direito deve se dar ndo pela via da abstracdo normativa, mas pela analise das

circunstancias de cada caso concreto.>

Esta espécie de abuso pode materializar-se de trés formas diferentes: a) agdo ou
omissdo com o objetivo de gerar prejuizos a alguém; b) conduta que, apesar de ndo ter o dolo
do prejuizo, ¢ desvantajosa para um terceiro € ¢) comportamento que aparenta oferecer as
mesmas utilidades e desvantagens as partes envolvidas, mas que na realidade distancia-se do
sistema conceitual e valorativo previsto no Codigo Civil™. A partir dessas premissas
conceituais, a constatacdo de um possivel abuso de direito, na aplicagdo da moderagdo de
conteudo digital, requer uma andlise em conjunto com outros dispositivos legais, como o

Cddigo de Defesa do Consumidor e a Lei Geral de Protecao de Dados.

2 Codigo de Defesa do Consumidor (CDC): direito de transparéncia do
usuario-consumidor

Além do vinculo contratual civil, ¢ importante considerar que ha uma relacao de
consumo entre as plataformas digitais e os usudrios, atraindo, portanto, a competéncia
normativa do Codigo de Defesa do Consumidor (CDC).>

O CDC também estipula garantias, a exemplo do direito basico do consumidor de
receber informagdes claras e adequadas sobre as caracteristicas, qualidade, quantidade, riscos,
entre outros elementos, dos produtos e servicos contratados, além do dever de transparéncia

dos prestadores de servigos no sentido de informar o consumidor a respeito da “modificagdo

S'BRASIL. Lei n° 10.406, de 10 de janeiro de 2002. Institui o Codigo Civil. Didrio Oficial da Unido: Brasilia,
DF, 10 jan. 2002.

320 Codigo Civil também prevé outras hipoteses de exercicio irregular do direito, a exemplo dos arts. 570 € 939
(BRASIL. Lei n°® 10.406, de 10 de janeiro de 2002. Institui o Codigo Civil. Diario Oficial da Unido: Brasilia,
DF, 10 jan. 2002).

S3CATALAN, Marcos. Primeiras reflexdes sobre o abuso de direito nas relagdes familiares. IBDFAM: VI
Congresso Brasileiro de  Direito de  Familia, nov. 2007. p.2. Disponivel em:
https://ibdfam.org.br/ img/congressos/anais/106.pdf. Acesso em 25 jun. 2024.

S“LAUTENSCHLAGER, Milton F. A. C. Abuso de direito. Enciclopédia Juridica da PUC SP. Tomo Direito
Civil, ed. 1, dez. 2021. p. 6. Disponivel em:
https://enciclopediajuridica.pucsp.br/verbete/478/edicao-1/abuso-de-direito#:~:text=0%20C%C3%B3digo%20C
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5, 2024. p. 87. Disponivel em: https://peerw.org/index.php/journals/article/view/1889/1088. Acesso em 26 jun.
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das clausulas contratuais que estabelecam prestacoes desproporcionais ou sua revisdo em

razdo de fatos supervenientes que as tornem excessivamente onerosas”.>®

Semelhante ¢ a previsdo do Marco Civil da Internet, que assegura ao usuario da
internet e das plataformas digitais o direito a “informacées claras e completas constantes dos
contratos de prestagdo de servigos, (...) bem como sobre praticas de gerenciamento da rede

que possam afetar sua qualidade”.”’

Deste modo, quando se trata das relagdes de consumo no meio digital, recai sobre os
provedores de servicos online o dever de prestar informagdes aos seus usuarios
(consumidores) da forma mais simples e transparente possivel, considerando ainda que a
interpretacdo das clausulas contratuais envolvidas devera ser feita de modo mais favoravel ao
consumidor (aderente). Além disso, para o desenvolvimento de regula¢des equilibradas sobre
tecnologias, € necessario também revisitar e considerar alguns fundamentos legais das

relagdes eletronicas e digitais, a exemplo dos dispositivos previstos na Lei n. 13.709/2018,

também conhecida como Lei Geral de Prote¢ao de Dados.

4.3 Lei n. 13.709/18 (Lei Geral de Protecio de Dados): direito a transparéncia e direito a

revisao de decisoes automatizadas

Ao tratarmos da moderacdo de conteudo digital, e seus subtipos, € essencial
recordarmos que estas tecnologias tornaram-se viaveis também devido ao aprimoramento do
tratamento eletronico de dados pessoais™. Sobre o tema, o Brasil conta com a Lei Geral de
Protecao de Dados (LGPD), um dos principais dispositivos de lei que regula o tratamento de
dados nos meios eletronicos e digitais. Além de seu conjunto de regras e direitos, a LGPD
também prevé um sistema principioldgico composto por diretrizes éticas para a adequada
interpretagdo e aplica¢do de suas normas.”

Dentro deste conjunto principiolégico destaca-se os principios da finalidade,

transparéncia, ndo discriminag¢do e prestagdo de contas. O primeiro disciplina que o

BRASIL. Lei n° 8.078, de 11 de setembro de 1990. Dispde sobre a protecdo do consumidor ¢ da outras
providéncias. Didrio Oficial da Unido: Brasilia, DF, 11 set. 1990.

S'BRASIL. Lei n° 12.965, de 23 de abril de 2014. Estabelece principios, garantias, direitos e deveres para o uso
da Internet no Brasil. Didrio Oficial da Unido: Brasilia, DF, 23 abr. 2014.

BRASIL. Lei n° 13.709, de 14 de agosto de 2018. Lei Geral de Prote¢do de Dados Pessoais (LGPD). Didrio
Oficial da Unido: Brasilia, DF, 14 ago. 2018.

FRAZAO, Ana. A nova Lei Geral de Prote¢do de Dados Pessoais: principais repercussées para a atividade
empresarial: parte L 2018. p- 4. Disponivel em:
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tratamento de dados pessoais deve servir a propositos legitimos, especificos e informados ao
titular dos dados. Ja o segundo busca assegurar o equilibrio entre o fornecimento de
informacodes claras, precisas, facilmente compreensiveis para o titular dos dados, sem perder
de vista a adequada prote¢do aos segredos comerciais e industriais. J& o principio da ndo
discriminagdo veda o tratamento de dados pessoais para fins discriminatorios ou ilicitos. Por
sua vez, a presta¢do de contas refere-se a “demonstragdo, pelo agente, da adogdo de medidas
eficazes e capazes de comprovar a observancia e o cumprimento das normas de prote¢do de
dados pessoais e, inclusive, da eficdcia dessas medidas™.

Além do substrato principioldgico, a LGPD, no art. 7°, também elenca as diferentes
bases legais que autorizam o tratamento de dados pessoais. Para os fins do presente estudo,
destaca-se a base da execug¢do de contrato, hipotese em que se enquadram os termos de uso
que regem as praticas de moderagdo de contetido das plataformas digitais. Some-se a previsao
da LGPD sobre os direitos dos titulares dos dados pessoais, com énfase na revisdo de decisoes
automatizadas (art. 20) e na transparéncia, garantias que dialogam entre si, como determina o
art. 20, §1°, da LGPD.®

Por outro lado, sabe-se que a simples previsdo da protecdo aos segredos comercial e
industrial ndo soluciona o desafio de sua compatibilizagdo com a transparéncia das decisdes
automatizadas, a exemplo das plataformas digitais em suas praticas de moderagdo de
contetido®. Sobre isso, o legislador buscou apresentar um caminho possivel para a
viabilizagdo da transparéncia e da revisdao de decisoes automatizadas, por meio do art. 20, §2°
da LGPD, permitindo que a autoridade nacional - Agéncia Nacional de Protecdo de Dados
(ANPD), realize auditoria de determinado sistema para verificar possiveis aspectos
discriminato6rios no tratamento automatizado de dados pessoais®. Esta é uma previsdo legal
inicial que pode orientar outras regulamentacdes mais especificas sobre o tema e contribuir
para a operacionalizagdo desta auditoria em termos mais praticos.

Diante das particularidades e complexidades da regulagdo das tecnologias digitais, a
interpretagdo sistémica dos dispositivos de lei tem se tornado cada vez mais necessaria no
tema da moderacdo de conteudo digital e seus subtipos. Assim, as diferentes fontes

normativas, como Lei Geral de Protecdo de Dados, Marco Civil da Internet, Codigo Civil,

“BRASIL. Lei n° 13.709, de 14 de agosto de 2018. Lei Geral de Prote¢do de Dados Pessoais (LGPD). Didrio
Oficial da Unido: Brasilia, DF, 14 ago. 2018.
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Codigo de Defesa do Consumidor, principios, costumes e novas regulacdes devem ser
utilizadas em conjunto na orientacdo da estrutura, dos procedimentos, da analise de riscos,
medidas de mitigacdo e impactos relacionados a pratica da moderacdo de conteudo digital.
Esse dialogo inclui a consideracdo sobre o tipo e a qualidade dos dados tratados, os limites da
liberdade contratual e eventuais abusos de direito, seguranca cibernética, aspectos
concorrenciais e aspectos de tecnologia, abordados também em alguns projetos de lei, como o

PL 2.338/23.

4.4 Projeto de Lei n. 2.338/23: algumas proposicoes juridico-regulatorias que poderao

orientar a moderacio de conteido digital

Em linha com a tendéncia regulatoria internacional de governanca, o Projeto de Lei
n. 2.338/23, propde normas gerais para o uso e¢ o desenvolvimento da Inteligéncia Artificial
no pais®. Caso seja aprovado, as normas deste PL também orientardo as praticas de
moderagdo de conteudo digital, tendo em vista que a atividade moderadora emprega técnicas
de automatizacao e sistemas de IA para o tratamento eletronico de dados, a identificagao de
padrdes e a tomada de decisdes sobre as contas e as publicagdes dos usudrios nas paginas de
internet e nas plataformas digitais.

Entre os instrumentos legais propostos estdo a autorregulacao, compreendida como a
associacdo voluntiria de pessoas juridicas de direito privado, sem fins lucrativos, para a
formulagdo conjunta de critérios técnicos de sistemas de Inteligéncia Artificial (IA),
padronizagdes, melhores praticas, modelos de certificagdo, bem como o desenvolvimento
colaborativo de critérios para o emprego de medida cautelar.®

Por outro lado, para que o modelo autorregulatério seja mais seguro e sustentavel,
acrescenta-se que o texto do PL 2.338 poderia ter previsto ndo s6 a liberalidade do setor
privado, mas também as parcerias com agéncias reguladoras e 6rgdos setoriais, que podem
contribuir com a emissdo de pareceres técnicos para auxilio no processo de creditacdo dos

sistemas e produtos de IA®. Além disso, por meio do PL 2.338, busca-se reforgar o conjunto

®BIONI, Bruno; GARROTE, Marina; GUEDES, Paula. Temas centrais na Regulagdo de IA: O local, o regional
e o global na busca da interoperabilidade regulatdria. Sdo Paulo: Associagdo Data Privacy Brasil de Pesquisa,
2023. p. 12. Disponivel em:
https://www.dataprivacybr.org/wp-content/uploads/2023/12/dataprivacy nota-tecnica-temas-regulatorios.pdf.
Acesso em 29 set. 2025.

#BRASIL. Projeto de Lei (PL) n° 2338/2023. Dispde sobre o uso da Inteligéncia Artificial. Senado Federal.
Disponivel em: http://www25.senado.leg.br/web/atividade/materias/-/materia/157233. Acesso em: 08 set. 2025.
SMARANHAO, Juliano. Como concretizar a conciliagio almejada pelo novo PL de IA? Lawgorithm. 2024.
Disponivel em:
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de garantias e obrigagdes ja previstas em outros dispositivos legais nacionais, a exemplo da
necessidade do prévio mapeamento, classificagdo de riscos e medidas preventivas; o direito
do usudario de saber clara e facilmente quando estiver interagindo com sistemas de IA e a

proibi¢do do uso destas tecnologias para tratamentos discriminatdrios ilicitos.

5. Conclusio

Cada vez mais as plataformas digitais desempenham papéis de maior
relevancia e com diferentes impactos por meio da moderagdo de contetido e suas formas
intermediarias, como o shadowbanning. Considerando que a temadtica necessita de uma
abordagem sistémica, buscou-se analisar ¢ compreender como a pratica do shadowbanning ¢
legalmente abordada e quais sdo os aspectos normativos assegurados em relacdo a este tema,
por meio da analise do Digital Services Act (DSA) e do Marco Civil da Internet (MCI).

O DSA busca estimular as plataformas digitais a adotarem sistemas moderadores
capazes de discernir entre um intento malicioso, como a incitagdo ao crime, € a intencao de
conscientizar sobre atos violentos®®. Além disso, por ser uma diretiva mais recente, de 2022, o
DSA evidentemente estd mais atualizado sobre o tema e sobre as diferentes aplicagdes
moderadoras, em relacdo ao MCI, que aborda de forma geral e bindria a moderacao digital,
evidenciando uma lacuna em relagdo as outras formas intermediarias, como o
shadowbanning. Por outro lado, o DSA pouco esclarece as diretrizes sobre como ou em que
extensdo os provedores de conteido devem conciliar um trabalho sistémico com as suas
estruturas de moderacao digital.

Além disso, nos regramentos mais atuais da atividade moderadora parece haver certa
tendéncia de fortalecimento da autorregulacao por meio de instrumentos privados contratuais
(termos de uso, politicas internas), como ferramenta de sistematizagdo e disciplina desta
atividade®” . Por fim, a promo¢do de um ambiente regulatorio mais equilibrado, entre outras
medidas, demandard cada vez mais uma abordagem juridica sist€émica, com fomento ao
dialogo entre as diferentes fontes normativas, como a Constitui¢ao Federal, o Cédigo Civil,

Codigo de Defesa do Consumidor, Lei Geral de Prote¢do de Dados, Marco Civil da Internet e
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principios, para um tratamento juridico mais robusto ao tema da moderac¢ao de conteudo e as

suas controversas formas intermediarias.
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