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XXXII CONGRESSO NACIONAL DO CONPEDI SAO PAULO - SP
DIREITO, GOVERNANCA E NOVASTECNOLOGIASIV

Apresentacdo

O conjunto de pesquisas que sdo apresentadas neste livro faz parte do Grupo de Trabalho de
“DIREITO, GOVERNANCA E NOVAS TECNOLOGIAS 1V”, ocorrido no ambito do
XXXII Congresso Nacional, realizado entre os dias 26, 27 e 28 de novembro de 2025,
promovido pelo Conselho Nacional de Pesquisa e Pds-Graduacdo em Direito — CONPEDI e
gue teve como temética central “ Os caminhos dainternacionalizagdo e o futuro do Direito”.

Os trabalhos expostos e debatidos abordaram de forma geral distintas tematicas atinentes
DIREITO, GOVERNANCA E NOVAS TECNOLOGIAS, especialmente relacionadas aos
principais desafios que permeiam atecnologias juridica, passando pelainteligéncia artificial,
demais meios digitais, também apontando para problemas emergentes e propostas de
solugdes advindas de pesquisas em nivel de pds-graduacdo, especialmente, Mestrado e
Doutorado.

Os artigos apresentados trouxeram discussdes sobre: Tecnologias aplicaveis aos tribunais,
Governanca digital e governo digital, Exclusdo digital derivando tanto para exclusio social
guanto para acesso ajustica, desinformacéo e deepfake, cidades e TICs. N&o poderiam faltar
artigos sobre privacidade e protecdo de dados pessoais, com atencdo aos dados sensiveis,
consentimento e LGPD, liberdade de expresséo, censura em redes sociais, discriminagéo, uso
de sistemas de IA no Poder Judiciério, |A Generativa, violagdo aos Direitos Humanos e
Heranca Digital, dentre outro.

Para além das apresentacdes dos artigos, as discussdes durante o GT foram proficuas com
troca de experiéncias e estudos futuros. Metodologicamente, os artigos buscaram observar
fenbmenos envolvendo Direito e Tecnologia, sem esquecer dos fundamentos tedricos e,
ainda, trazendo aspectos atualissimos relativos aos riscos que ladeiam as novas tecnologias,
destacando os principios e fundamentos dos direitos fundamentais

Considerando todas essas teméticas relevantes, ndo pode ser outro sendo de satisfacdo o
sentimento que ndés coordenadores temos ao apresentar a presente obra. E necessario,
igualmente, agradecer imensamente aos pesquisadores que estiveram envolvidos tanto na
confeccao dos trabalhos quanto nos excelentes debates proporcionados neste Grupo de
Trabalho. Por fim, fica o reconhecimento a0 CONPEDI pela organizacéo e realizacéo de
mais um relevante evento.



A expectativa € de que esta obra possa contribuir com a compreensdo dos problemas do
cenario contemporaneo, com o a esperanca de que as leituras dessas pesguisas gudem na
reflex@o do atual caminhar do DIREITO, GOVERNANCA E NOVAS TECNOLOGIAS.
Prof. Dr. Eudes Vitor Bezerra (PPGDIR — UFMA)

Prof. Dr. Irineu Francisco Barreto Junior (PPGD — FMU/SP)

Prof. Dr. José Renato Gaziero Cella (Atitus Educagdo)

Prof. Dr. Marco Antonio Loschiavo Leme de Barros (PPGDPE-UPM)



DA LEI AO ALGORITMO: A NOVA MORALIDADE ALGORITMICA COMO
DESAFIO ETICO-JURIDICO E COMUNICACIONAL NA SOCIEDADE EM REDE

FROM LAW TO ALGORITHM: THE NEW ALGORITHMIC MORALITY ASAN
ETHICAL, LEGAL, AND COMMUNICATIONAL CHALLENGE INTHE
NETWORKED SOCIETY

Juliana Daher Delfino Tesolin 1
Rodrigo L opes Resende 2
Jodo Pedro Alexandrino dos Santos 3

Resumo

Esta pesquisa analisa 0 conceito e o impacto da moralidade algoritmica sobre os principios
do Direito e a moral coletiva, em um contexto em que decisdes antes exclusivamente de
deliberacdo humana passam a ser orientadas por sistemas automatizados. A investigacéo
parte da constatacdo de que espécies de algoritmos, embora frequentemente apresentados
COmo neutros e objetivos, incorporam critérios e vieses humanos, refletindo escolhas,

prioridades e perspectivas dos seus desenvolvedores. Assim, 0 problema central consiste em
indagar: como a logica de funcionamento dos algoritmos ressignifica a moral humana e
tensiona a interacdo entre a racionalidade juridica e a racionalidade computacional? Os
objetivos sdo: i) mapear 0s elementos constitutivos dos algoritmos, incluindo |6gica moral,
parametros de decisdo e efeitos sociais; ii) investigar casos de racismo em tecnologias
algoritmicas, como o COMPAS, identificando preconceitos e reproducéo de desigualdades;
iii) mensurar o impacto da curadoria algoritmica sobre liberdade de expressdo, pluralismo e
debate publico; e: iv) avaliar propostas juridicas, como auditoria e governanca algoritmica
para alinhar sistemas automatizados aos principios constitucionais. O método adotado
consiste na pesquisa bibliogréfica e documental, com analise qualitativa de literatura
especializada, decisbes judiciais e estudos de caso internacionais, em abordagem

interdisciplinar com a ética. Os resultados alcancados demonstram que os algoritmos
influenciam diretamente o0 sistema socia e juridico, pois reproduzem e ampliam

preconceitos, restringem a liberdade de expressdo, moldam comportamentos nocivos e

1 Doutoranda em Direito Politico e Econémico (UPM). Mestre em Direito e Politicas Publicas pelo CEUB.
Professora e Coordenadora Pedagdgica Estratégica, Projetos e de Internacionalizagdo da Faculdade
Preshiteriana Mackenzie Brasilia. Advogada.

2 Graduando em Direito pela Faculdade Presbiteriana Mackenzie Brasilia, integrante do Grupo de Pesquisaem
Seguranca Juridica e Inovag&o Tecnol gica, estagiério no escritério Wambier, Y amasaki, Bevervanco & Lobo
Advogados.

3 Graduando em Direito pela Faculdade Presbiteriana Mackenzie Brasilia, integrante do Grupo de Pesquisaem
Seguranca Juridica e Inovagéo Tecnol bgica, estagiario no Supremo Tribunal Federal .
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inclusive influenciam decisdes judiciais, impondo-se estratégias de governanca como
auditoria algoritmica, transparéncia, ética e protagonismo humano para alinhar a légica da
maguina a moralidade dalei.

Palavras-chave: Moralidade algoritmica, Vieses estruturais, Liberdade de expresséo,
Governanga ética, Segurancajuridica

Abstract/Resumen/Résumé

This research analyzes the concept and impact of algorithmic morality on legal principles and
collective morality, in a context where decisions previously subject exclusively to human
deliberation are now guided by automated systems. The study starts from the observation that
types of algorithms, although frequently presented as neutral and objective, incorporate
human criteria and biases, reflecting the choices, priorities, and perspectives of their

developers. Accordingly, the central research question is. how does the operational logic of
algorithms reshape human morality and challenge the interaction between legal rationality
and computational rationality? The objectives are: i) to map the constitutive elements of
algorithms, including moral logic, decision parameters, and social effects; ii) to investigate
cases of racism in algorithmic technologies, such as COMPAS, identifying biases and
reproductions of inequality; iii) to measure the impact of algorithmic curation on freedom of
expression, pluralism, and public debate; iv) to evaluate legal proposals, such as agorithmic
auditing and governance, to align automated systems with constitutional principles. The
method adopted consists of bibliographic and documentary research, with qualitative analysis
of specialized literature, judicial decisions, and international case studies, in an

interdisciplinary approach incorporating ethics. The results demonstrate that algorithms
directly influence social and legal systems, as they reproduce and amplify biases, restrict
freedom of expression, shape harmful behaviors, and even influence judicial decisions,
requiring governance strategies such as algorithmic auditing, transparency, ethical standards,
and human agency to align machine logic with the morality of the law.

K eywor ds/Palabr as-claves/M ots-clés. Algorithmic morality, Structural biases, Freedom of
expression, Ethical governance, Legal certainty
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1 INTRODUCAO

Esta pesquisa tem como objetivo analisar o conceito € o impacto da nova moralidade
algoritmica sobre os principios fundamentais do Direito e sobre a moral coletiva da sociedade,
examinando como o0s avancos tecnologicos vém transformando ndo apenas leis e decisdes
juridicas, mas também valores, comportamentos e padrdes sociais.

A sociedade contemporanea ¢ ampla, diversa e marcada por multiplos problemas, cuja
complexidade cresce continuamente, exigindo novas formas de compreensao e organizagao das
relagdes humanas, da circulagao de informagdes e da tomada de decisoes.

Nesse cenario, foram desenvolvidos e aprimorados os algoritmos tecnologicos,
sistemas automatizados que processam dados e executam tarefas especificas com base em
regras € modelos predefinidos, para gerenciar informagdes e otimizar processos em diversas
areas, inclusive no campo juridico (Reis, 2020).

Em consequéncia disso, surge uma espécie de moralidade algoritmica, identificada
como um conjunto de normas e valores incorporados a esses sistemas automatizados,
frequentemente reproduzindo preconceitos sociais sob a aparéncia de neutralidade técnica.

Essa realidade exige uma reflexdo critica sobre os limites da atuagdo humana frente a
sistemas que automatizam julgamentos e medi¢des de conduta, a0 mesmo tempo em que
reforgam desigualdades e polarizagdes.

Assim, o problema central da pesquisa consiste em indagar: como a logica de
funcionamento dos algoritmos ressignifica a moral humana e tensiona a interacdo entre a
racionalidade juridica e a racionalidade computacional?

Para tanto, os objetivos deste estudo sdo: 1) mapear os elementos constitutivos dos
algoritmos, incluindo logica moral, parametros de decisdo e efeitos sociais; ii) investigar casos
de racismo em tecnologias algoritmicas, como o COMPAS, identificando preconceitos e
reproducdo de desigualdades; iii) mensurar o impacto da curadoria algoritmica sobre liberdade
de expressao, pluralismo e debate publico; iv) avaliar propostas juridicas, como auditoria e
governanga algoritmica para alinhar sistemas automatizados aos principios constitucionais.

A metodologia de pesquisa consiste na pesquisa bibliografica e documental, com
analise qualitativa e critica de literatura especializada e artigos académicos, decisoes judiciais
e estudos de caso internacionais. A abordagem ¢ interdisciplinar, especialmente em didlogo com
a ética, visando avaliar os limites e as possibilidades de intervencdo do Direito diante da
moralidade algoritmica, com énfase na protecdo dos direitos fundamentais e dos principios

constitucionais.
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Os resultados esperados propdem indicar que a crescente adogdo de algoritmos em
decisdes sociais e juridicas pode transformar a pratica do Direito, revelando uma moralidade
algoritmica que, sob a aparéncia de neutralidade e objetividade, ndo so reproduz preconceitos
histéricos, mas também os amplifica, a exemplo do COMPAS e de sistemas de reconhecimento
facial com falhas na identificacdo racial (Passos, 2020; Silva, 2020).

Além disso, busca-se constatar que a curadoria algoritmica em plataformas digitais ¢
capaz de exercer influéncia concreta sobre a liberdade de expressao e o debate publico, ao
privilegiar conteidos com maior engajamento e criar bolhas informacionais que reforcam a
polarizagdo e disseminagao de preconceitos (Maquiné; De Lara, 2023; Bravo, 2020).

Por fim, a andlise sugere que estratégias praticas como transparéncia algoritmica,
auditoria de sistemas, governanga €ética, protagonismo humano e formag¢ao multidisciplinar sdo
essenciais para mitigar impactos discriminatorios, reforcando a urgéncia de uma abordagem

juridica supervisionada que alinhe a 16gica da maquina a moralidade da lei (Santos, 2024).

2 MORALIDADE ALGORITMICA: OPACIDADE, VIESES E RACISMO

A era digital tem transformado radicalmente a maneira como decisdes complexas sao
tomadas, cada vez mais delegadas a algoritmos que operam de forma automatizada em esferas
tradicionalmente reservadas ao raciocinio e ao julgamento humanos, como o sistema de justica
criminal (Rocha, 2020).

Embora a adocdo dessas tecnologias seja frequentemente justificada pela busca de
eficiéncia, redugdo de custos e suposta neutralidade (Passos, 2020), a promessa de objetividade
algoritmica frequentemente colide com principios constitucionais fundamentais, como a
isonomia, a dignidade da pessoa humana, o devido processo legal e a ampla defesa.

Essa tensao evidencia o confronto entre a logica formal que historicamente estruturou
o Direito e a ldgica algoritmica, na qual vieses incorporados aos sistemas podem reproduzir e
amplificar preconceitos estruturais, especialmente raciais (Silva, 2022).

Ao moldar decisdes e padrdes normativos, tais desvios expressam o fenomeno da

moralidade algoritmica que condiciona a pratica social e juridica.

2.1 A ressignificacido da racionalidade do Direito na era algoritmica

A tradi¢do juridica ocidental sempre buscou sua base racional na logica formal e

abstrata, com uma aspiragao por uma linguagem simbdlica universal e cientifica para o direito,
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visando a liberdade, igualdade, democracia e justica concreta como esséncia da juridicidade
(Coelho, 2023).

Nesse sentido, as leis, principais fontes de instrumentalizagdo do direito, sao
imaginadas como um conjunto ordenado e sistematico de regras, configurando uma espécie de
racionalizacdo do saber juridico (Ramiro; Sanches, 2013).

A aplicacdo pragmadtica da lei é concebida, idealmente como um processo racional e
impessoal, onde o juiz se limita a aplicar a norma (premissa maior) aos fatos (premissa menor)
para chegar a uma conclusdo final, também chamado de “silogismo judicial” (Barbosa, 2017;
Coelho, 2023).

Tal perspectiva privilegia a metodologia técnica e objetiva, sem afastar as reflexdes
proprias do Direito, mas restringindo interpretacdes discriciondrias que possam afetar direitos
fundamentais, uma vez que o Direito vai além do julgamento de litigios e funciona como
instrumento de regulagdo das relagdes e atividades humanas, a fim de garantir ordem,
previsibilidade e coesdo social, elementos essenciais a vida em comunidade (Ramiro; Sanches,
2013).

Essa busca por técnica e objetividade, que jé& estruturava a pratica juridica, acabou se
intensificando com os avangos tecnologicos, abrindo caminho para a chamada Revolugdo
Algoritmica, na qual os algoritmos se consolidaram como nucleo da tecnologia da informacao
juridica em um contexto de comunicagdes cada vez mais virtuais e interacdes mais complexas
e interdependentes (Maquiné; De Lara, 2023).

Com isso, essas ferramentas passaram a intensificar a racionalizacdo ndo apenas no
campo juridico, mas em multiplas areas do conhecimento, sustentados pela promessa de
fornecer verdades matematicas apresentadas como neutras e absolutamente objetivas,
amplamente aceitas pela sociedade. Esse fenomeno consolidou o que se convencionou chamar
de “legitimidade algoritmica” (Coelho, 2023, p. 329).

Assim, os algoritmos passam a exercer uma fun¢do de mediag@o social semelhante
aquela que o Direito buscou desempenhar historicamente: a sistematizacdo e ordenacao das
interacdes humanas (Coelho, 2023).

Se antes o ordenamento juridico se baseava no silogismo judicial e na aplicacdo
impessoal da norma, sustentado por construgdes humanas mais lentas e deliberadas, hoje os
algoritmos introduzem uma racionalidade marcada pela rapidez e pela intervencao em tempo
real, estruturando dindmicas sociais, culturais e juridicas de forma continua e automatizada

(Reis, 2020).
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Dessa forma, ndo apenas influenciam comportamentos individuais, mas moldam
padrdes coletivos de interagdo e consumo, funcionando como instrumentos de previsibilidade
e estabilidade em meio a complexidade e rapidez das relagdes digitais contemporaneas (Reis,
2020).

No entanto, a ideia de que o Direito, sob a influéncia algoritmica, seria estavel, objetivo
e intrinsecamente racional entra em choque com a realidade pratica desses sistemas.

Apesar de serem apresentados dessa forma, os mecanismos sdo, na verdade, modelos
de opinides integradas com a matematica, ou seja, sdo instrumentos criados por pessoas que
consequentemente possuem objetivos, interesses e ideologias (Passos, 2020; Reis, 2020).

A propria concepcao e desenvolvimento dos algoritmos refletem escolhas humanas,
interesses € pressupostos incorporados aos sistemas, tornando-os suscetiveis a vieses €
limitacoes técnicas.

Segundo Passos (2020), existem ao menos 60 ferramentas de avaliagdo de risco
utilizadas na justica criminal em diferentes condados e estados dos Estados Unidos, que
evidenciam a vulnerabilidade desses sistemas a reproducao de vieses humanos.

Ao analisar a aplicacdo pratica dessas tecnologias e sua forma de implementagdo, a
autora problematiza pontos centrais que demonstram a criagdo enviesada dos sistemas, como
(1) os procedimentos de calibracdo realizados com populagdes distintas daquelas em que os
algoritmos serdo aplicados; (ii) a interpretacdo subjetiva dos resultados dos testes que
fundamentam sua adocgdo; e (iii) as sucessivas etapas de validacdo conduzidas por diferentes
empresas e profissionais, as quais introduzem progressivamente elementos subjetivos e
inerentes a opinides individuais que, em tese, deveriam ser eliminados.

Além disso, a propria selecdo das amostras para “treinar” o algoritmo e a forma como
crimes e pessoas sdo tratados pelo sistema de justica carregam vieses, fazendo com que os
parametros definidos ndo fiquem livres das falhas do sistema (Passos, 2020).

Cathy O’Neil (2016, cap. 1 apud Rocha, 2020) aponta que algoritmos sdo concebidos
para representar uma realidade e, com base nos dados, produzir respostas alinhadas as inten¢des
de seus criadores, resolvendo o problema para o qual foram criados.

Dessa forma, ao contrario do que ¢ imaginado, a “sabedoria” matematica ndo se
transfere para o codigo, pois conforme Rocha (2020, p. 17) “computadores podem ser
inteligentes, mas nao sao sabios. Tudo o que eles sabem, ndés os ensinamos, € ensinamos

também nossos vieses”.
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Essa construgdo propria humana de uma tecnologia faz com que, mesmo sem uma
intengdo explicita de serem enviesados, eles intensifiquem desigualdades estruturais se ndo
forem projetados para desmantela-las.

Assim, tal cenario marcado pela tensdo entre neutralidade técnica aparente e vieses
estruturais evidencia a distancia entre a logica algoritmica e a cldssica racionalidade juridica,
além das mudangas que esta Glltima vem experimentando em razao dessas tecnologias.

Enquanto os algoritmos operam de forma mecanica, baseando-se apenas em dados e
premissas predefinidas, a aplicagdo do Direito exige interpretagdo critica, ponderacao de
valores e fundamentagao detalhada, ultrapassando a mera subsun¢ao dos fatos a norma (Coelho,
2023; Barbosa, 2017).

Porém, a ascensdo da logica algoritmica transforma progressivamente essa
racionalidade formal, de modo que principios classicos do Direito, como previsibilidade,
estabilidade e objetividade, passam a ser lentamente substituidos por critérios técnicos de
calculo e classificacdo, muitas vezes alheios as nuances éticas que estruturam a justica.

Consequentemente, os algoritmos moldam ndo apenas decisdes individuais, mas
padrdes coletivos de interagdo e regulagdo social (Reis, 2020), consolidando uma nova
moralidade que ressignifica a pratica juridica e impde desafios €ticos e sociais inéditos a
sociedade em rede, exigindo reflexdo critica sobre os contornos da neutralidade técnica e seus

impactos sobre liberdade, igualdade e direitos fundamentais.

2.2 Teoria Racial Critica e a moralidade algoritmica

Para analisar faticamente os desdobramentos da concepcao de que os algoritmos nao
sdo ferramentas exclusivamente matematicas e intrinsecamente racionais, recorre-se
primeiramente a Teoria Racial Critica (TRC), surgida nos Estados Unidos na década de 1980
como referencial tedrico e ativista. Essa teoria propde repensar o Direito e evidenciar como a
supremacia branca estrutura a sociedade (Silva, 2019).

A TRC compreende o racismo ndo como um fendmeno acidental ou restrito a atitudes
individuais, mas como um sistema estrutural sustentado por praticas, normas e instituigdes que
perpetuam privilégios de grupos raciais hegemodnicos (Silva, 2019).

Silva (2019) observa que a TRC desafia a concepc¢do liberal do Direito, vista como
neutra ou cega a questao racial, investigando como a lei contribui para reproduzir € normalizar

essas desigualdades.
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Nesse contexto, o autor observa que a TRC tem sido cada vez mais aplicada ao campo
tecnologico, permitindo analisar como as supostas virtudes dos sistemas algoritmicos podem se
converter em formas de opressao, disfar¢adas de neutralidade e objetividade, reproduzindo
desigualdades raciais. Essa abordagem refor¢a a compreensao de que o racismo ndao ¢ um
fendmeno aberrativo, mas uma realidade estrutural e ordinaria na sociedade.

Ao desmistificar a ideia de que a internet constitui um espago democratico e ao
evidenciar como a lei pode ser influenciada por vieses algoritmicos, Silva (2020), em sua obra
Visdo Computacional e Racismo Algoritmico: Branquitude e opacidade no Aprendizado de
Magquina, apresenta o conceito de “dupla opacidade”, definido como “o modo pelo qual os
discursos hegemonicos invisibilizam tanto os aspectos sociais da tecnologia quanto os debates
sobre a primazia de questdes raciais nas diversas esferas da sociedade — incluindo a tecnologia,
recursivamente” (Silva, 2020, p. 432).

A tecnologia, frequentemente percebida como imparcial, esconde os modos pelos
quais ideologias, preconceitos e padrdes sociais sdo incorporados as construgdes técnicas dos
algoritmos (Benjamin, 2019 apud Silva, 2020).

Assim, os algoritmos deixam de ser entendidos apenas como instrumentos técnicos e
passam a ser vistos como artefatos politicos, com valores e ideologias que, muitas vezes,
reforgam e reproduzem desigualdades historicas (Reis, 2020; Silva, 2020).

A materializacdo desse preconceito em codigo ¢ evidenciada em diversos exemplos
praticos, em consonancia com os estudos da TRC. O algoritmo COMPAS (Correctional
Offender Management Profiling for Alternative Sanctions) ¢ um dos casos mais conhecidos e
paradigmaticos. Utilizado nos Estados Unidos para auxiliar juizes na avaliagdo de risco de
reincidéncia de réus em processos criminais, tem sido objeto de intensa controvérsia (Fruet;
Manske, 2025).

O COMPAS ¢ uma ferramenta de inteligéncia artificial que analisa informagdes do
condenado, como local de moradia, historico profissional e se a familia tem historico criminal,
para gerar uma pontuacao de risco que varia de zero a dez. Essa pontuagao, categorizada em
niveis baixo, médio e alto, ¢ usada por magistrados para auxiliar na tomada de decisdes, como
conceder ou negar medidas de reintegracdo social (Fruet; Manske, 2025).

No entanto, estudos realizados pela empresa jornalistica ProPublica (2016) revelaram
que réus negros t€ém uma probabilidade significativamente maior de receberem pontuacdes de
risco elevadas em comparag@o com réus brancos, mesmo quando os fatores socioecondmicos e

historicos criminais sdo semelhantes (Angwin et al., 2016).
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O estudo identificou distor¢des significativas no algoritmo COMPAS, que classificava
réus negros como de alto risco de reincidéncia quase duas vezes mais do que réus brancos,
mesmo quando nao cometiam novos crimes.

Os dados estatisticos revelaram que 44,9% dos negros foram falsamente identificados
como alto risco, contra 23,5% dos brancos. Por outro lado, entre aqueles avaliados como baixo
risco, 28% dos negros acabaram reincidindo, enquanto a taxa entre os brancos nessa mesma
situacdo foi de 47,7% (Angwin et al., 2016).

No total, 0o COMPAS apresentou uma precisao global de 61% na previsao de
reincidéncia para todos os tipos de crimes. Para crimes violentos especificos, a taxa de acerto
caiu para apenas 20%, mostrando que o algoritmo falha significativamente ao tentar prever
delitos graves (Larson et al., 2016).

O questiondrio do COMPAS, embora ndo pergunte diretamente sobre raga, utiliza
indicadores que funcionam como substitutos de raca e pobreza, como os ja citados itens de
residéncia, historico familiar, escolaridade e emprego, o que leva a criminaliza¢ao da pobreza
e a penalizagao racial (Passos, 2020).

O caso “Brisha Borden vs Vernon Prater” ¢ um exemplo notério do viés do sistema
COMPAS. Enquanto Borden, uma mulher negra sem historico criminal, foi classificada como
de alto risco apds um pequeno furto, Prater, um homem branco com historico de assalto a mao
armada, foi classificado como de baixo risco (Angwin et al., 2016).

No caso, o algoritmo se mostrou falho, pois Borden ndo voltou a cometer crimes,
enquanto Prater foi preso novamente por roubo e sentenciado a oito anos de prisdo
posteriormente (Angwin et al., 2016).

Além do COMPAS, diversos outros exemplos evidenciam como o preconceito se
materializa em cédigo.

Em 2015, o Google Photos classificou pessoas negras como “gorilas”, expondo
associacoes racistas e bases de dados inadequadas, enquanto algoritmos de reconhecimento
facial apresentaram falhas muito maiores ao identificar mulheres negras, devido a
predominancia de imagens de homens de pele clara nos conjuntos de treinamento (Silva, 2020).

A empresa Google, ao se desculpar publicamente pelo erro, reconheceu a gravidade
do problema e anunciou medidas para aprimorar o reconhecimento de pessoas com diferentes
tons de pele (Kasperkevic, 2015).

O episoddio evidencia como mesmo grandes empresas de tecnologia podem reproduzir
desigualdades estruturais por meio de algoritmos, mostrando que a responsabilizagdo técnica e

¢ética continua sendo um desafio central na implementacao de sistemas de inteligéncia artificial.
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Outros casos de tecnologias algoritmicas discriminatdrias incluem computadores da
HP que ndo reconheciam usudrios negros, o FaceApp que “embranquecia” peles para
“embelezar” selfies, APIs que associavam emocdes negativas a pessoas negras (Silva, 2020).

Mais recentemente, uma pesquisa conduzida pelo Instituto de Tecnologia da Georgia,
nos Estados Unidos, mostrou que carros autonomos apresentam maior dificuldade em detectar
pedestres negros em comparacgao com pedestres de pele clara, evidenciando como vieses raciais
podem se propagar em sistemas cada vez mais complexos de inteligéncia artificial (Malone,
2019).

Os pesquisadores analisaram imagens de pedestres classificadas pela escala de
Fitzpatrick, que categoriza tons de pele, e verificaram que a precisao do sistema era, em média,
cinco pontos percentuais menor para pessoas de pele escura, mesmo controlando fatores como
horario do dia e obstrugdes visuais (Malone, 2019).

Esses casos evidenciam que os vieses raciais se reproduzem e se intensificam mesmo
quando os algoritmos sdo apresentados como neutros ou universais, revelando que eles nao
apenas refletem desigualdades, mas também consolidam uma nova forma de moralidade, que

naturaliza a exclusdo ao transforma-la em um resultado técnico e aparentemente inevitavel.

2.3 Opacidade técnica dos algoritmos e os impactos no sistema de justica

Essas problematicas evidenciam o grande desafio na tentativa de solucionar os
problemas diagnosticados pelo uso dos algoritmos: a opacidade técnica.

No campo juridico, em especial, entende-se que os sistemas tecnologicos funcionam
como ‘“‘caixas-pretas” (Pecego; Teixeira, 2024, p. 6), ocultando ndo apenas os critérios
utilizados em sua constru¢ao, mas também as razdes que fundamentam suas decisdes.

Essa falta de transparéncia decorre da protecao de propriedade intelectual e segredo de
negocio, da complexidade técnica de modelos avancados como as redes neurais e da auséncia
de clareza sobre as camadas de programacdo, que dificultam sua interpretacdo (Pecego;
Teixeira, 2024).

Como descreve Passos (2020, p. 45), “Cddigos sdo, em sua maioria, operacionalizados
dentro de poderosos sistemas de significado, de modo a deixar algumas coisas visiveis e outras
invisiveis, criando junto com eles distor¢des”, o que transmite uma ideia de que ciéncia e

tecnologia, quanto mais bem-sucedidas, mais opacas e carentes de transparéncia se tornam.
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Um sistema juridico que usa esse tipo de ferramenta pode esvaziar a garantia dos
principios da ampla defesa e do contraditorio, pois cria a aparéncia de objetividade técnica
inquestionavel onde ha viés.

Ao ser tomado como verdade matematica e neutra, o algoritmo ganha uma
legitimidade que dificulta qualquer contestagdo, reforcando desigualdades e limitando o debate
processual, consolidando uma espécie de dominancia algoritmica, na qual decisdes e
comportamentos individuais passam a ser moldados por sistemas tecnologicos (Moura Neto,
2024; Reis, 2020).

Assim, a aparéncia de objetividade cientifica pode influenciar juizes, que podem
aceitar as recomendagdes de forma acritica, transferindo sua discricionariedade ao algoritmo,
visto como um mecanismo matematico e cientifico (Pecego; Teixeira, 2024).

Para Melo (2024), a dominancia algoritmica se caracteriza por colocar o individuo
diante de dilemas éticos, mediando suas a¢des por meio de algoritmos que influenciam escolhas
cotidianas e promovem uma forma de alienagdo tecnologica, ao transferir parte do controle da
vida social e moral para mecanismos automatizados.

Esse dominio algoritmico pode, em ultima instancia, levar & substitui¢do da
normatividade estatal por uma logica propria dos algoritmos, concentrando poder nas maos de
quem controla a tecnologia € moldando uma “sociedade sigmoide” (Coelho, 2023, p. 318), na
qual o direito passa a ser reduzido a uma suposta verdade matematica (Coelho, 2023; Melo,
2024).

Esse fenomeno, também conhecido como “viés de automacdo” (Pecego; Teixeira,
2024, p. 8), gera decisdes padronizadas que desconsideram as particularidades de cada caso.

Para Bessa (2017, p. 17 apud Moura Neto, 2024, p. 13), “isso pode levar o tomador de
decisdo a reduzir sua discordancia em relacao aos resultados dos sistemas de IA, aceitando-os
integralmente ou parcialmente, seja porque ndo reconhece quando os sistemas automatizados
cometem erros, seja porque ndo dd importincia a informacdes que possam contradizé-los”.

Assim, embora concebido para promover eficiéncia e objetividade, o sistema
algoritmico passa a exercer uma influéncia normativa sobre decisdes juridicas e sociais,
transformando critérios técnicos em mecanismos de regulacdo que podem reproduzir
desigualdades e injustigas, mesmo quando operam sob a aparéncia de neutralidade matematica.

Isso demonstra a necessidade de constante vigilancia e de adaptagdes no ordenamento
juridico, de modo a mitigar os riscos de discriminagdo e assegurar que a tecnologia sirva a

justica, e ndo perpetue desigualdades.
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3 LIBERDADE DE EXPRESSAO SOB A CURADORIA DOS ALGORITMOS

Diante dos desafios colocados pela moralidade algoritmica, que redefine
comportamentos, decisdes e valores sociais, surge a necessidade de examinar como essas
tecnologias impactam direitos fundamentais, especialmente a liberdade de expressao.

O direito fundamental a liberdade de expressdo, pilar de qualquer sociedade
democratica (Santos; Ferreira, 2025), tem sido amplamente reconfigurado na era digital.

Embora a internet tenha surgido como um espaco de pluralismo e autonomia, no qual
cada individuo poderia exercer sua voz, a auséncia de limites claros permitiu também a
propagacdo desenfreada de discursos de odio, desinformacdo e violéncia simbolica, que
fragilizam o proprio ideal democratico que deveriam sustentar (Bravo, 2021).

A ascensdo dos algoritmos intensifica esse cendrio ao introduzir uma nova e complexa
camada de controle. Se, de um lado, prometem personalizagdo ¢ maior acesso a conteudos, de
outro, moldam silenciosamente o que o individuo vé, ouve e 1€, reforgando emocdes extremas
e privilegiando contetidos mais engajantes, ainda que nocivos (Bravo, 2021).

Assim, a aparente liberdade de escolha ¢, em grande medida, mediada por sistemas
que reduzem a diversidade informacional e limitam a exposi¢ao a visdes de mundo divergentes
(Maquiné; De Lara, 2023).

Diante desse contexto, torna-se essencial compreender como os algoritmos atuam na

selecdo e ordenacdo de informacgdes, analisando o conceito de curadoria algoritmica.

3.1 Algoritmos como novos mediadores do debate publico

A liberdade de expressao, tradicionalmente assegurada como direito a manifestacao do
pensamento e ao acesso a informacgao, passa por transformagdes na era digital, onde algoritmos
marcam presenca no debate publico.

O debate publico, que antes acontecia em meios tradicionais como jornais, radio e
televisdo, passa a ser controlado e direcionado por algoritmos, que decidem quais contetidos
ganham visibilidade e quais permanecem ocultos (Freitas; Lunardi; Correia, 2022; Reis, 2020).

Nesse cendrio, os algoritmos desempenham uma func¢do analoga a que, em tempos
passados, era exercida pelos profissionais da comunicacdo responsaveis pela selecdo de

propagandas e contetidos destinados ao publico-alvo (Freitas; Lunardi; Correia, 2022).
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A diferenga ¢ que, agora, essa tarefa ¢ realizada de forma automatizada, em larga escala
e com a utilizagdo de tecnologias que permitem uma segmentagdo muito mais precisa € um
alcance infinitamente superior ao da publicidade tradicional (Reis, 2020).

Assim como a publicidade induz o consumidor ao desejo de adquirir determinado
produto, os algoritmos exercem influéncia ainda mais sutil e, muitas vezes, invisivel.

Por meio da chamada “pegada digital” dos usudrios, que abrange desde os sites
visitados até curtidas e preferéncias (Lopes, 2019), essas ferramentas sao capazes de oferecer
ndo apenas um objeto de interesse, mas uma variedade de opgdes de modelos, pregos e
plataformas.

Esse processo cria um ambiente de personalizagdo extrema, em que o individuo
acredita exercer escolhas livres, quando, na realidade, esta sendo conduzido por mecanismos
invisiveis de filtragem e sugestdo (Lopes, 2019).

Por isso, a centralidade da liberdade de expressdo nesse debate ¢ inegavel.
Reconhecida como direito humano fundamental ¢ base para outros direitos democraticos, ela
garante ndo apenas a possibilidade de manifestar ideias e opinides, mas também a circulagdo
de informagdes essenciais para o debate publico, a formagao da opinido e a participagao cidada.

Esse papel estratégico encontra respaldo constitucional no art. 5°, incisos IV e IX, da
Constituicao Federal de 1988, e vem refor¢cando cada vez mais sua relevancia como pilar da
democracia.

Contudo, a filtragem e condicionamento de informacdes pelos algoritmos impde novos
limites ao seu exercicio. Em geral, ndo ha avaliagdo prévia sobre veracidade, licitude ou
adequacdo do conteudo, o que torna extremamente necessario investigar os efeitos dessa
dindmica sobre a formag¢ao da opinido publica (Lopes, 2019).

E nesse cenario que surge o conceito de “curadoria algoritmica”, ou seja, processos
automatizados que selecionam e ordenam contetidos digitais com base em dados pessoais em
larga escala, como palavras-chave, histérico de navegacao e padroes de interacao (Freitas;
Lunardi; Correia, 2022).

Diferentemente de editores humanos, que aplicam critérios explicitos, os algoritmos
ajustam continuamente o contetido exibido ao comportamento do usuario (Reis, 2020).

Essa mediacao algoritmica se evidencia de forma particularmente clara no fendmeno
do “paternalismo libertario”, concebido por Sunstein e Thaler (2003).

O paternalismo libertario defende que os “arquitetos de escolhas” podem influenciar

de forma sutil as decisdes das pessoas, guiando-as a resultados considerados benéficos sem
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limitar sua liberdade. Essa orienta¢do ocorre por meio dos nudges, estimulos discretos voltados
a promoc¢ao do bem-estar (Sunstein; Thaler, 2003).

A partir desse conceito, nota-se como ele se aplica as plataformas digitais. Ao
selecionar conteudos por meio de algoritmos de recomendagao, essas plataformas assumem o
papel dos arquitetos de escolhas, organizando as op¢des de forma quase imperceptivel para que
a alternativa considerada “mais adequada” seja a mais provavel de ser selecionada (Maquiné;
De Lara, 2023).

Desse modo, para Maquiné e De Lara (2023), o que se observa ¢ a ascensao de um
paternalismo algoritmico, que, em vez de preservar a autonomia, frequentemente a restringe,
limitando de forma invisivel a liberdade individual.

Assim, na pratica, a curadoria algoritmica ndo se limita a auxiliar o usudrio, mas atua
como forma de controle indireto do discurso.

Ao selecionar e priorizar conteiidos, molda a percepcao da realidade, influenciando o
debate publico e a formacao de opinides (Freitas; Lunardi; Correia, 2022).

Esse processo cria espécies de bolhas informacionais, expondo os usuarios
principalmente a contetidos que reforcam crengas pré-existentes, aprofundando a polarizagao
social e reduzindo oportunidades de contato com perspectivas divergentes, comprometendo o
pluralismo democratico (Siqueira; Vieira, 2022).

Filosoficamente, a curadoria algoritmica pode ser compreendida como um simbolo. O
termo "algoritmo" ndo ¢ apenas um nome, mas representa tanto criticos quanto defensores,
englobando um conjunto de tecnologias complexas. Como simbolo, o algoritmo expressa o
mistério de sua eficacia € o modo como influencia a vida cotidiana (Altieri, 2021).

Assim, segundo Altieri (2021), os algoritmos ocupam posi¢do central nas narrativas
contemporaneas, aparecendo ora como ferramentas de assisténcia e mediacdo tecnologica para

melhorar a vida, ora como instrumentos de manipulacao dos individuos.

3.2 A amplificacio algoritmica do discurso de 6dio e da violéncia

Sob outro ponto de vista, essa dindmica revela um paradoxo relevante em relagdo a
aparente extensao ética ilimitada da liberdade de expressao.

Se, por um lado, ela sofre restrigdes praticas impostas pela prépria curadoria
algoritmica, por outro, seus efeitos morais podem se expandir de forma irracional e nociva a

sociedade.
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A principio, compreende-se que apesar de ser um direito essencial ao regime
democratico, a liberdade de expressdao ndo ¢ absoluta, encontrando limites legitimos sempre
que entra em conflito com outros principios constitucionais, como a dignidade da pessoa
humana (Santos; Ferreira, 2025).

Nesse contexto, a curadoria algoritmica vai muito além de simplesmente filtrar ou
restringir conteudos. Ela ndo apenas seleciona o que deve ser visto ou ocultado, mas também
pode amplificar discursos de 0dio e disseminar desinformac¢ao (Macedo, 2018).

Isso ocorre porque os algoritmos das redes sociais priorizam contetidos que geram
maior engajamento, frequentemente por meio de publicagdes que provocam reagdes emocionais
intensas, incluindo antagonismo, violéncia e 6dio, demonstrando que sua atuacdo ultrapassa a
mera limitacdo ou organiza¢do da informacao (Bravo, 2021).

Assim, para Bravo (2021), a Era Digital ndo s6 amplia quase ilimitadamente a
liberdade de expressdo, mas também intensifica seus abusos, transformando o ambiente online
em um espacgo propicio a circulacdo de falsidades, calunias e discursos discriminatorios ou de
odio.

Um exemplo concreto dessa dindmica ¢ observado em praticas derivadas do exercicio
da liberdade de expressdao, como o linchamento virtual e o cancelamento digital (Brasileiro;
Azevedo, 2020), que transferem formas de punicdo e violéncia da esfera presencial para o
ambiente virtual, ampliando seu alcance e intensidade social.

O linchamento virtual ocorre quando individuos acreditam que alguém violou normas
morais socialmente compartilhadas, atuando em “tribunais digitais”, onde perfis de redes
sociais identificam e expdoem “fachadas erradas”, gerando engajamento a partir da divulgacao
publica desses erros (Brasileiro; Azevedo, 2020).

Para Brasileiro e Azevedo (2020) “fachada” corresponde ao valor social positivo que
o individuo projeta, constantemente vigiado em escala massiva nas redes.

A identificacdo de uma falha resulta em ataques sequenciais € quase simultaneos,
incluindo insultos, ameagas e exposi¢ao de dados pessoais. Essa dinamica transforma a punigao,
antes fisica ou presencial, em dor social, capaz de gerar ostracismo, prejuizos profissionais e
impactos psicologicos como depressao. Assim, punir a projecao virtual equivale a afetar a face
social do individuo no mundo real (Macedo, 2018).

Nesse contexto, os algoritmos possuem papel central nesse processo, pois, ao reforgar
ciclos viciantes de validag@o social, eles incentivam a busca por aprovagdo e recompensas
positivas, amplificando tanto comportamentos de autopromogdo quanto atitudes de discursos

de 6dio, que igualmente geram engajamento (Brasileiro; De Azevedo, 2020).
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Além disso, os autores apontam que as logicas de mercado das plataformas prolongam
a exposicao da “fachada errada”, mantendo o interesse do publico e garantindo lucro aos perfis
que disseminam esses conteudos.

Tais dilemas demonstram que os algoritmos estruturam o acesso a informacgao e
moldam o debate publico, configurando um aspecto da moralidade algoritmica que redefine o
exercicio da liberdade de expressdo na era digital e impde novos desafios a participacao
democrética.

O uso da curadoria algoritmica, seja para restringir a liberdade e o poder de escolha,
seja para ampliar praticas que disseminam 6dio, racismo, xenofobia e desinformagao, evidencia
a urgéncia de politicas publicas e marcos normativos capazes de enfrentar adequadamente esse

fendmeno.

4 PROPOSTAS E ESTRATEGIAS JURIDICAS PARA UMA ETICA ALGORITMICA

Diante das problematicas decorrentes da ressignificacdo da moralidade humana pelo
surgimento e crescente dependéncia de algoritmos na sociedade contemporanea, impde-se o
estudo e busca por respostas juridicas que possam assegurar a preservacao dos direitos
fundamentais e a promoc¢ado da equidade em conjunto com a tecnologia.

Como observa Santos (2024, p. 14), “ndo cabe repelir ou abolir a adogao das novas
tecnologias, mas sim inclui-las na sociedade com vistas ao desenvolvimento humano
sustentavel. O ser humano nao serve a tecnologia, na verdade, a tecnologia serve para melhorar
a vida do ser humano”.

A principal e mais direta medida de controle consiste em criar marcos normativos que
garantam transparéncia algoritmica em sistemas de relevancia publica, abrangendo ndo apenas
a explicabilidade dos processos decisérios, mas também a abertura das bases de dados e da
logica de modelagem, possibilitando o accountability e a reparagdo de eventuais danos
(Schertel Mendes; Mattiuzzo, 2019).

Paralelamente, torna-se indispensavel a implementagdo de uma estrutura consistente
de governanga algoritmica, orientada a preven¢do de violagdes de direitos por meio de boas
praticas de compliance, mecanismos de prestacao de contas e processos de melhoria continua.
Tal governanca deve enfatizar a “soberania do titular dos dados”, compreendida como a
reafirmac¢ao da autodeterminagdo informativa e da centralidade do titular do dado no ambiente
digital, além de assegurar a ndo discriminagdo e o fortalecimento de plataformas orientadas ao

interesse publico (Schertel Mendes; Mattiuzzo, 2019).
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Ainda nesse sentido, Santos (2024) defende a instituicdo do mecanismo da auditoria
algoritmica para a governanca das tecnologias digitais. Essa ferramenta atuaria ndo apenas
como verificacao técnica, mas como ferramenta capaz de identificar vulnerabilidades, vieses e
padrdes excludentes, avaliar criticamente a sele¢do e priorizagao de contetidos e assegurar
transparéncia, responsabilidade e conformidade ética com os principios constitucionais,
especialmente a liberdade de expressdo e o pluralismo informacional.

Cada tecnologia de interesse publico deve passar por estudo prévio de impactos
discriminatorios, possibilitando a identificagdo rapida de irregularidades e a ado¢ao de medidas
corretivas e sistemas de uso compulsorio devem ser avaliados por comités independentes,
capazes de inspecionar o c6digo e testar seu funcionamento (Santos, 2024).

Além disso, deve-se permitir uma andlise detalhada do algoritmo, inclusive por meio
de tentativas e simulagdes, possibilitando que terceiros compreendam os métodos utilizados
para chegar as conclusdes. No setor publico e juridico, essa pratica se torna ainda mais
imprescindivel, como destacado pela autora.

No mesmo sentido, conforme destaca Lemos (2023), equipes de desenvolvimento
formadas de maneira ética, multidisciplinar e diversa e com representatividade de minorias
devem desempenhar papel central na mitigacdo de vieses estruturais e na prevencao de praticas
discriminatorias.

Por fim, a consolidagdo de uma ética algoritmica requer a preservacao da centralidade
humana e fortalecimento do letramento digital, reafirmando o protagonismo do ser humano no
processo de automacao e garantindo que a tecnologia atue como instrumento a servigo da vida

humana, e ndo como seu substituto (Lemos, 2023).

5 CONSIDERACOES FINAIS

O presente estudo evidenciou que a moralidade algoritmica redefine a moral social e
a racionalidade juridica tradicional, impondo desafios inéditos a aplicacdo do Direito. Os
algoritmos, apesar de aparentarem objetividade e neutralidade, incorporam escolhas, interesses
e vieses humanos que alteram a ldgica classica de interpretagdo normativa.

Dessa forma, a promessa de estabilidade, previsibilidade e impessoalidade entra em
tensdao com sistemas que operam em tempo real, automatizando decisdes e moldando padrdes

sociais e coletivos.
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Ao internalizar problemas e vieses humanos, os sistemas algoritmicos criam um ciclo
continuo no qual a tecnologia influencia os comportamentos humanos, enquanto estes
retroalimentam as maquinas.

No contexto da Teoria Racial Critica, os algoritmos podem reproduzir desigualdades
raciais sob a aparéncia de neutralidade técnica. Casos como o COMPAS e os sistemas de
reconhecimento facial evidenciam que, sem monitoramento adequado, a tecnologia ndo apenas
gera discriminacao e injusticas, mas também amplia seus efeitos ao introduzir problemas como
o racismo em um ambiente tecnoldgico legitimado, validando e reproduzindo de forma imediata
e indiscriminada esses conceitos em larga escala, sem sequer realizar qualquer avaliagdo ética
ou normativa sobre suas decisdes.

A opacidade técnica dos algoritmos aumenta os riscos discriminatdrios € sociais no
sistema de justica ao criar “caixas-pretas”, nas quais decisdes automatizadas ganham
legitimidade aparente, dificultam a contestagdo e reforcam desigualdades, influenciando
inclusive juizes, que podem ser afetados pelo viés de confirmagdo, ao aceitar recomendacdes
algoritmicas de forma acritica.

No campo da liberdade de expressdo, a curadoria algoritmica atua como mediadora do
debate publico, ndo se limitando a filtrar contetidos e restringir a plena frui¢ao da liberdade de
expressao e de escolha, mas também amplificando a disseminagdo de discursos de 6dio,
desinformacao e praticas de linchamento virtual e cancelamento digital.

Em razdo disso, foram apresentados alguns mecanismos estratégicos intencionados em
mitigar os impactos nocivos dos sistemas algoritmicos e preservar o pluralismo informacional.

A implementacdo de auditoria algoritmica, governanga ¢ética, transparéncia,
protagonismo humano e letramento digital, por exemplo, constituem estratégias seguras para o
alinhamento ético dos sistemas automatizados, pois impdem o dever de identificar vieses,
prevenir discriminagdes estruturais e assegurar que a tecnologia sirva aos interesses humanos.

Portanto, a moralidade algoritmica emerge como um fendmeno multifacetado que,
além de modificar o contexto moral da sociedade, desafia os limites classicos do Direito e
ressignifica principios constitucionais como a liberdade de expressao, exigindo aos operadores
juridicos uma constante supervisdo e reflexdo critica sobre a relagdo entre lei, tecnologia e
sociedade.

A preservacdo da centralidade humana, combinada a estratégias juridicas e éticas
adequadas, mostra-se imprescindivel para que algoritmos deixem de ser meros instrumentos de

poder e se tornem ferramentas a servico de uma sociedade mais justa, inclusiva e democratica.
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