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XXXII CONGRESSO NACIONAL DO CONPEDI SAO PAULO - SP
DIREITO, GOVERNANCA E NOVASTECNOLOGIASIV

Apresentacdo

O conjunto de pesquisas que sdo apresentadas neste livro faz parte do Grupo de Trabalho de
“DIREITO, GOVERNANCA E NOVAS TECNOLOGIAS 1V”, ocorrido no ambito do
XXXII Congresso Nacional, realizado entre os dias 26, 27 e 28 de novembro de 2025,
promovido pelo Conselho Nacional de Pesquisa e Pds-Graduacdo em Direito — CONPEDI e
gue teve como temética central “ Os caminhos dainternacionalizagdo e o futuro do Direito”.

Os trabalhos expostos e debatidos abordaram de forma geral distintas tematicas atinentes
DIREITO, GOVERNANCA E NOVAS TECNOLOGIAS, especialmente relacionadas aos
principais desafios que permeiam atecnologias juridica, passando pelainteligéncia artificial,
demais meios digitais, também apontando para problemas emergentes e propostas de
solugdes advindas de pesquisas em nivel de pds-graduacdo, especialmente, Mestrado e
Doutorado.

Os artigos apresentados trouxeram discussdes sobre: Tecnologias aplicaveis aos tribunais,
Governanca digital e governo digital, Exclusdo digital derivando tanto para exclusio social
guanto para acesso ajustica, desinformacéo e deepfake, cidades e TICs. N&o poderiam faltar
artigos sobre privacidade e protecdo de dados pessoais, com atencdo aos dados sensiveis,
consentimento e LGPD, liberdade de expresséo, censura em redes sociais, discriminagéo, uso
de sistemas de IA no Poder Judiciério, |A Generativa, violagdo aos Direitos Humanos e
Heranca Digital, dentre outro.

Para além das apresentacdes dos artigos, as discussdes durante o GT foram proficuas com
troca de experiéncias e estudos futuros. Metodologicamente, os artigos buscaram observar
fenbmenos envolvendo Direito e Tecnologia, sem esquecer dos fundamentos tedricos e,
ainda, trazendo aspectos atualissimos relativos aos riscos que ladeiam as novas tecnologias,
destacando os principios e fundamentos dos direitos fundamentais

Considerando todas essas teméticas relevantes, ndo pode ser outro sendo de satisfacdo o
sentimento que ndés coordenadores temos ao apresentar a presente obra. E necessario,
igualmente, agradecer imensamente aos pesquisadores que estiveram envolvidos tanto na
confeccao dos trabalhos quanto nos excelentes debates proporcionados neste Grupo de
Trabalho. Por fim, fica o reconhecimento a0 CONPEDI pela organizacéo e realizacéo de
mais um relevante evento.



A expectativa € de que esta obra possa contribuir com a compreensdo dos problemas do
cenario contemporaneo, com o a esperanca de que as leituras dessas pesguisas gudem na
reflex@o do atual caminhar do DIREITO, GOVERNANCA E NOVAS TECNOLOGIAS.
Prof. Dr. Eudes Vitor Bezerra (PPGDIR — UFMA)

Prof. Dr. Irineu Francisco Barreto Junior (PPGD — FMU/SP)

Prof. Dr. José Renato Gaziero Cella (Atitus Educagdo)

Prof. Dr. Marco Antonio Loschiavo Leme de Barros (PPGDPE-UPM)



A TOGA E O ALGORITMO: UM ESTUDO SOBRE O USO DA INTELIGENCIA
ARTIFICIAL NA ATIVIDADE DE JULGAR

THE ROBE AND THE ALGORITHM: A STUDY ON THE USE OF ARTIFICIAL
INTELLIGENCE IN JUDICIAL DECISION-MAKING

Heitor MoreiradeOliveiral
Taysa Pacca Ferraz De Camargo 2
Paulo César Corréa Borges3

Resumo

A ascensdo da inteligéncia artificial (IA) representa uma das mais significativas
transformagdes tecnoldgicas da atualidade, com impactos profundos em diversos setores,
incluindo o Poder Judiciario. Este artigo investiga a aplicacdo da IA como ferramenta de
auxilio a atividade de julgar. A partir do método hipotético-dedutivo, a pesguisa exploratoria
analisa artigos doutrinarios, leis e atos normativos, além de fontes tedricas sobre a origem, 0s
conceitos e a regulamentacdo da A no Brasil, bem como estudos de caso sobre o uso
inadequado da tecnologia no Judiciério brasileiro. Os resultados tedricos, ainhados a
Resolugdo n° 615/2025 do Conselho Nacional de Justica (CNJ), sustentam que a IA pode
funcionar legitimamente como uma ferramenta de apoio e suporte técnico, otimizando tarefas
como a elaboracdo de minutas e a pesquisa jurisprudencial, sem, contudo, substituir a andise
individualizada e a sensibilidade do julgador. A andlise de casos reais, por outro lado, acende
um alerta sobre os perigos do uso acritico e ndo supervisionado da tecnologia, como a
prolacdo de sentencas com fundamentacdo fragil e a citagdo de jurisprudéncia inexistente.
Conclui-se que a integragdo da IA ao Judiciério é um caminho sem volta, cujo sucesso
depende de uma implementacdo é€tica, regulamentada e que preserve 0S principios
processuais, exigindo rigorosa supervisdo humana para evitar graves distor¢oes na prestacéo
jurisdicional.

Palavr as-chave: Sentenca assistida por ia, Ato de julgar, Supervisio humana, Eticajudicial,
Vieses algoritmicos

Abstract/Resumen/Résumé
The rise of artificial intelligence (Al) represents one of the most significant technological

1 Doutorando em Direito pela Universidade Estadual Paulista- UNESP. Mestre pelo Centro Universitério de
Marilia— UNIVEM. Bacharel pela Universidade Federa de Goiés - UFG. Juiz de Direito no TJSP.

2 Doutoranda e Mestre em Direito pela Universidade Estadual Paulista- UNESP. Mestre e Graduada em Direito
pelo Centro Universitario das Faculdades Metropolitanas Unidas - UniFMU.

3 Graduado (1990), mestre (1998) e doutor (2003) em Direito pela Universidade Estadual Paulista- UNESP.
Realizou estagio pds-doutoramento nas Universidades de Sevilla e Granada, na Espanha. Professor Assistente-
doutor na UNESP.
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transformations of our time, with profound impacts on various sectors, including the
Judiciary. This article investigates the application of Al as a tool to assist in the act of
judging. Using the hypothetical-deductive method, this exploratory research analyzes
doctrinal articles, laws, and normative acts, as well as theoretical sources on the origin,
concepts, and regulation of Al in Brazil, along with case studies on the improper use of the
technology in the Brazilian Judiciary. The theoretical findings, aligned with Resolution No.
615/2025 of the National Council of Justice, support that Al can legitimately function as a
support and technical assistance tool, optimizing tasks such as drafting documents and
jurisprudential research, without, however, replacing the individualized analysis and
sensibility of the judge. The analysis of real cases, on the other hand, raises a warning about
the dangers of uncritical and unsupervised use of the technology, such as the rendering of
judgments with fragile reasoning and the citation of non-existent case law. It is concluded
that the integration of Al into the Brazilian Judiciary is an irreversible path, the success of
which depends on an ethical, regulated implementation that preserves procedural principles,
requiring rigorous human oversight to prevent serious distortions in the delivery of justice.

K eywor ds/Palabr as-claves/M ots-clés. Ai-assisted sentencing, Judicial adjudication, Human
oversight, Judicia ethics, Algorithmic bias
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INTRODUCAO

A sociedade contemporanea ¢ marcada por notaveis avangos tecnoldgicos disruptivos,
entre os quais a inteligéncia artificial (IA) ocupa posi¢ao de destaque. A inteligéncia artificial
deixou de ser um longinquo conceito de fic¢do cientifica para se tornar uma forga real e atual
na reconfiguragdo de profissdes, processos e institui¢des. Sua capacidade de processar vastos
volumes de dados, identificar padrdes e automatizar tarefas complexas posiciona-a como uma
tecnologia de impacto transversal, cuja influéncia sobre o Direito e, mais especificamente, sobre
o Poder Judiciario, € inevitavel e crescente.

A atividade de julgar, tradicionalmente vista como um ato de cognicdo e deliberagdo
eminentemente humano, encontra-se no centro de um debate fundamental: como incorporar as
potencialidades da IA para promover a eficiéncia e a celeridade processual sem comprometer
os canones inegociaveis da justica, da equidade e das garantias fundamentais? Este paradoxo,
entre a promessa de uma justica mais agil e o risco de uma justica desumanizada e falivel,
constitui o cerne desta investigacao.

A importancia e a atualidade do tema sdo inquestionaveis. Afinal, enquanto a
sociedade anseia por uma Justica célere e eficaz, o Poder Judicidrio brasileiro se depara com
um volume de processos que desafia a capacidade humana de vazao, pois, diante de um nimero
cada vez maior de agdes, a Justica brasileira precisa enfrentar o desafio cronico da morosidade.

Tal realidade pode ser observada pelos dados do relatério “Justica em Numeros”,
divulgado anualmente pelo Conselho Nacional de Justi¢a (CNJ), um dos principais documentos
de publicidade, transparéncia e mapeamento da Administragdo Publica do Brasil no que diz
respeito ao Judicidrio. A divulgacdo do ultimo relatorio “Justica em Numeros 2024 expoe a
dimensdo deste desafiador cendrio enfrentado pela Justiga brasileira ao certificar que o ano de
2023 encerrou com um acervo de 83,8 milhdes de processos em tramitagcdo (CNJ, 2024a, p. 15),
dados que, por si s0, ja evidenciam a alta litigiosidade do pais. Todavia, a situagdo ¢ agravada
com a informacgao de que o ingresso de casos novos atingiu o maior patamar da série historica,
com o volume de 35,3 milhdes em 2023, alta de 9,4% frente a 2022 (CNJ, 2024a, p. 18). Ainda
que a produtividade de magistrados e servidores também tenha alcangado patamares recordes,
o0 sistema opera no limite, com grande taxa de congestionamento ¢ morosidade.

Nesse cenario de crescimento do acervo processual e a pressdao por duracao razoavel
do processo, a A surge como uma promessa de otimiza¢ao, capaz de auxiliar magistrados em
tarefas rotineiras, burocraticas e repetitivas, permitindo que esses profissionais se dediquem a

esséncia da atividade judicante, liberando precioso tempo para a andlise aprofundada das
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questdes de mérito em demandas complexas, cuja sensibilidade e formac¢ao humanistica do juiz
permanecem insubstituiveis.

Iniciativas pioneiras ja evidenciam o potencial dessa colaboragao. Nesse exato sentido,
segundo a pesquisa “Inteligéncia Artificial: Tecnologia aplicada a gestdo dos conflitos no
ambito do Poder Judiciario”, realizada pelo Centro de Inovacao, Administragdo e Pesquisa do
Poder Judiciario da FGV Conhecimento (CIAPJ-FGV), 44 tribunais brasileiros (dentre eles,
Tribunais de Justica, Tribunais Regionais Federais, Tribunais Regionais do Trabalho, Tribunais
de Justica Militar, Tribunais Regionais Eleitorais, o Superior Tribunal de Justi¢a € o Supremo
Tribunal Federal) e o Conselho Nacional de Justica (CNJ), indicaram possuir algum tipo de
sistema de A, que englobam desde programas para automacao mais simples até aqueles com
funcionamento mais complexo (FGV, 2023).

Além disso, sistemas de IA implementados no Supremo Tribunal Federal, como o
VICTOR, por exemplo, sdo capazes de realizar a analise se um processo tem chance de se
enquadrar como “repercussao geral” ou ndo, em apenas 5 segundos, tarefa que levaria em média
44 minutos para um servidor (FGV, 2023).

Tais dados contextualizam o cendario atual do Poder Judiciario brasileiro, destacando a
inevitabilidade da integracdo de tecnologias avangadas, como a inteligéncia artificial (IA), na
prestagdo jurisdicional.

A justificativa para o presente estudo reside, portanto, na imperativa necessidade de
melhor compreender, a partir de uma perspectiva tedrica e de exemplos praticos, como essa
transi¢ao estd ocorrendo, quais os beneficios e os riscos envolvidos e quais 0s contornos éticos
€ normativos que devem guiar esse processo.

Nessa toada, a questdo de pesquisa que norteia esta investigacao €: De que maneira a
inteligéncia artificial pode ser integrada de forma ética e eficaz a atividade de julgar, e quais
sdo os principais riscos e desafios praticos para sua utilizagao?

Para investigar essa problematica, este artigo se valera do método hipotético-dedutivo,
articulando raciocinios logicos a partir de hipdteses previamente estabelecidas, testando-as a
luz de fundamentos tedricos, normativos e empiricos. Partir-se-4 da hipotese central de que a
integracdo da IA ao Poder Judiciario brasileiro ¢ inevitavel, mas seu €xito estd submetido a
parametros normativos rigorosos € mecanismos de controle humano efetivo, que podem
contribuir para a eficiéncia das decisdes judiciais, sem comprometer garantias fundamentais, e,
a partir dela, verificar-se-4 sua validade a luz de evidéncias normativas e empiricas, permitindo

identificar eventuais potencialidades e riscos. O percurso metodologico desenvolver-se-4 a
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partir da deducgdo de consequéncias logicas dessa hipdtese para o ordenamento juridico patrio,
examinando-se marcos normativos e experiéncias de implementagao de IA na Justica brasileira.

Ao final, a pesquisa visa nao apenas confirmar ou refutar a hipotese proposta, mas
também contribuir para o debate sobre a regulagdo e o uso responsavel da inteligéncia artificial
no exercicio da jurisdi¢do, considerando a tensdo entre a inovagao tecnoldgica e a salvaguarda
de direitos humanos fundamentais.

A escolha por este método se justifica pela natureza do objeto de estudo, que envolve
nao apenas a descri¢cao de fendmenos, mas igualmente a analise critica de suas causas, efeitos
e condicionantes normativos. O método hipotético-dedutivo permite, assim, construir um
percurso argumentativo estruturado, no qual as hipéteses sao testadas e validadas ou refutadas
a partir de uma revisao bibliografica sistematica, bem como pela analise documental e, ainda,
o exame de casos concretos.

Utilizar-se-4 de pesquisa bibliografica e documental, com analise de legislagdo,
jurisprudéncia dos Tribunais, doutrina, documentos técnicos produzidos por 6rgaos nacionais e
artigos cientificos, bem como exame de casos concretos.

Para tanto, a estrutura do artigo foi esquadrinhada para abordar o tema de forma
progressiva e gradual. Assim sendo, o primeiro capitulo oferece uma contextualizagao sobre a
inteligéncia artificial, a sua origem, os conceitos € a expansao, incluindo o debate legislativo
no Brasil. O segundo analisa a insercdo da IA no meio juridico de forma ampla. O terceiro
aprofunda o debate tedrico sobre o uso da IA especificamente na elaboracdo de sentencas,
abordando dilemas éticos, a regulamentacdo pertinente, analisando casos concretos que
evidenciam desvios que exemplificam os perigos de seu uso inadequado e, por fim, delineando
as cautelas indispensaveis para uma utilizacao responsavel. As conclusdes, ao fim e ao cabo,
retomam a questdo de pesquisa, sintetizando os achados do estudo e apontando para futuros

desdobramentos sobre o tema.

1. INTELIGENCIA ARTIFICIAL: A ORIGEM, O CONCEITO,AS APLICACOES E AS
REGULAMENTACOES

A inteligéncia artificial (IA) ¢ um dos mais notaveis desenvolvimentos tecnoldgicos
do século XXI, mas a sua jornada iniciou-se muito antes de sua popularizacdo massiva nos
ultimos anos. Suas raizes conceituais remontam a década de 1950, com os estudos pioneiros de
Alan Turing e a realizacdo da Conferéncia de Dartmouth em 1956, evento no qual o termo

“Inteligéncia Artificial” foi cunhado por John McCarthy (Lage, 2021). Doravante, a A evoluiu
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de simples programas voltados a resolu¢ao de problemas para sofisticados sistemas capazes de
aprender, adaptar-se e tomar decisdes autonomas.

A premissa fundamental, aquele tempo, era criar maquinas capazes de emular o
raciocinio e a inteligéncia humana. Tanto que John McCarthy descreveu a inteligéncia artificial
como sendo a ciéncia e engenharia de criar maquinas inteligentes! (2007, p. 2, tradugio nossa).
Desde entdo, a IA avangou e evoluiu de sistemas baseados em regras para complexos modelos
de machine learning (aprendizado de maquina) e deep learning (aprendizagem profunda), que
permitem que os sistemas se desenvolvam por meio da experiéncia e decidiam de forma
autonoma, dispensando a intervengdo humana nas etapas subsequentes ao desenvolvimento do
algoritmo, este compreendido como um conjunto de instru¢des ou regras definidas que um
sistema segue para resolver problemas, aprender a partir de dados, identificar padrdes e tomar
decisdes de forma automatizada.

Segundo Fernanda de Carvalho Lage, o machine learning é uma técnica que permite
aos sistemas computacionais aprenderem a partir de dados histéricos, realizando previsoes de
forma auténoma, sendo esse processo conduzido por algoritmos de aprendizado de maquina,
que utilizam métodos de andlise de dados e modelagem analitica para se aperfeicoarem
continuamente com o tempo (2021, p. 33).

Ja o deep learning, segundo a mesma autora, ¢ um subdominio do aprendizado de
maquina que envolve multiplas camadas em cascata, inspiradas no sistema nervoso humano
(uma pratica denominada codificagdo neural), conhecida como rede neural articular, cujas
camadas formam uma rede neural artificial, que permite a um sistema computacional aprender
a partir de dados historicos, identificar padrdes e, assim, realizar inferéncias probabilisticas
(Lage, 2021, p. 33).

No contexto da A, o algoritmo € o processo ou conjunto de regras a serem seguidas
em operagdes de solucdo de problemas por um computador, cujo objetivo primordial é resolver
um problema especifico, geralmente, definido por alguém como uma sequéncia de instrugdes,
ou seja, os algoritmos sdo atalhos que auxiliam a dar instrugdes aos computadores (Lage, 2021,
p. 43).

Ultrapassadas tais premissas, vale ressaltar que a inteligéncia artificial ¢ comumente
definida como um campo da ciéncia que se dedica a construir sistemas capazes de agir
racionalmente diante de situagdes especificas (Russell; Norvig, 2010). Em outras palavras, a [A

pode ser conceituada como o ramo da ciéncia da computagdo dedicado a criagdo de sistemas

!'No original: “It is the science and engineering of making intelligent machines (...)” (McCarthy, 2007, p. 2).
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capazes de executar tarefas que normalmente demandariam inteligéncia humana, como
aprender, raciocinar, resolver problemas e tomar decisoes.

Trata-se, pois, de uma area da ciéncia voltada ao desenvolvimento de mecanismos e
dispositivos tecnoldgicos capazes de emular, por meio de algoritmos, o raciocinio ou a
inteligéncia humana. Essa capacidade de emulagdo ndo se restringe mais a laboratorios de
pesquisa; ela permeia o cotidiano global, em um contexto de verdadeira “sociedade em rede”
(Castells, 2020). Atualmente, as aplicacdes da IA sdo multiplas e transversais, estando presentes
em assistentes virtuais, em servigos de streaming, em diagndsticos médicos e em complexas
operagdes do mercado financeiro. A tecnologia da IA se tornou uma infraestrutura invisivel,
mas essencial, da sociedade digital.

Nesse sentido, percebe-se que a IA representa nao apenas uma ferramenta de
automacdo, mas uma ruptura ontolégica na forma como maquinas interagem com o mundo e
com os seres humanos.

E crucial distinguir a IA que temos hoje, conhecida como IA restrita ou fraca (Narrow
Al), a TA geral ou forte (General AI) e a Superinteligéncia (Artificial Superintelligence). A 1A
restrita ou fraca (Narrow Al), projetada para executar tarefas especificas, sem consciéncia ou
compreensdo genuina e que, portanto, ndo consegue ser eficaz na solucdo de outros problemas
distintos daqueles para os quais foi originalmente programada, como € o caso de assistentes
virtuais e reconhecimento de voz. Esta IA constitui a quase totalidade das aplicacdes atuais. Ja
a IA geral ou forte (General Al), corresponderia a uma inteligéncia de nivel humano com
capacidade de adaptacdo a qualquer tarefa, algo que permanece no campo da teoria. Por fim, a
Superinteligéncia (Artificial Superintelligence) “corresponde ao estdgio de desenvolvimento da
inteligéncia artificial que superaria a inteligéncia humana” (Ribeiro, 2022, p. 30), ainda em
estagio hipotético.

A recente expansao da IA foi impulsionada pela combinacdo de trés fatores: o acesso
a um volume gigantesco de dados (Big Data), o desenvolvimento de algoritmos mais
sofisticados e 0 aumento exponencial da capacidade de processamento computacional (Gomes,
2017), que fornecem a matéria-prima essencial para o funcionamento dos sistemas de IA. Em
particular, o surgimento de modelos de linguagem de larga escala (LLMs), como a familia GPT
(Generative Pre-trained Transformer), avangadas [As treinadas com quantidades massivas de
textos e codigos, capazes de compreender, gerar, traduzir e resumir a linguagem humana,
democratizando o acesso as ferramentas de IA generativa. Estas sdo capazes de criar textos,
imagens e codigos com notével fluidez e coeréncia, com interfaces acessiveis, promovendo uma

revolucdo na forma de produzir, acessar e utilizar conhecimento em diversas areas, inclusive na
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seara juridica, permitindo que profissionais do Direito, académicos, servidores publicos,
magistrados e até cidaddos comuns possam consultar, elaborar, redigir e revisar documentos
juridicos com o auxilio da IA, o que acaba por promover novas formas de participacao e acesso
a justica. Todavia, a propria natureza probabilistica da IA a torna suscetivel a erros factuais, as
chamadas “alucinagdes”. Essa acessibilidade, contudo, também trouxe a tona a urgéncia de uma
regulamentac¢do que enderece os desafios éticos e sociais decorrentes.

No Brasil, o debate juridico sobre a governanga da IA esta em pleno andamento, sendo
o Projeto de Lei 2.338/2023, de autoria do Senador Rodrigo Pacheco, entdo Presidente da Casa,
a principal iniciativa legislativa. O projeto busca criar um marco legal para o uso da IA no pais,
fundamentado em principios como a centralidade da pessoa humana, a ndo discriminagao, a
transparéncia e a supervisdo humana. A proposta adota uma abordagem baseada em risco,
classificando os sistemas de IA conforme o seu potencial de impacto negativo sobre direitos
fundamentais. A Autoridade Nacional de Protecdo de Dados (ANPD) tem participado
ativamente das discussdes, apontando a necessidade de harmonizar o futuro marco legal da IA
com a ja consolidada Lei Geral de Protecao de Dados Pessoais (Almada; Maranhao, 2023).

Cumpre mencionar que o Projeto de Lei n°®2.338/2023 ¢ inspirado no Al Act (Artificial
Intelligence Act) da Unido Europeia, adotando a mesma abordagem central da regulagdo
europeia, embora com adaptagdes e particularidades destinadas ao contexto nacional brasileiro.

A Al Act, formalizado pelo Regulamento (UE) 2024/1689, trata-se do primeiro
arcabougo legal sobre IA do mundo, projetado para equilibrar inovagdo tecnoldégica com a
salvaguarda de direitos fundamentais, que entrou em vigor em agosto de 2024, apds intensas
negociagdes entre o Parlamento Europeu, o Conselho e a Comissao. Tal iniciativa emergiu em
abril 2021, quando a Comissdao Europeia apresentou proposta de um regulamento com o
objetivo de criar um marco legal para aplicagdo da IA no bloco europeu, adotando uma
abordagem baseada nos riscos de usos especificos da IA, categorizando-os em quatro niveis
diferentes: risco inaceitavel, alto risco, risco limitado e risco minimo (EU, 2021).

No topo desta hierarquia de risco se encontram os sistemas de IA considerados
inaceitaveis, que incluem sistemas ou aplicagdes de IA que manipulam o comportamento
humano para contornar a autonomia dos utilizadores, que sdo proibidos pelo regulamento
europeu, por apresentarem uma ameaga aos direitos fundamentais (EU, 2024).

Em um nivel abaixo se encontram os sistemas de A considerados de alto risco (ou
risco elevado), que apesar de ndo serem proibidos, estdo sujeitos a controles rigorosos, devido
ao potencial impacto significativo que exercem sobre a seguranca, os direitos fundamentais e

os interesses dos individuos (Castro; Guimaraes; Dantas Neto, 2024, p. 219), logo, tais sistemas
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sdo obrigados a cumprir requisitos de “atenuag¢do de riscos, conjuntos de dados de elevada
qualidade, registo de atividade, documentagdo pormenorizada, informagdes claras sobre os
utilizadores, supervisao humana e um elevado nivel de robustez, exatidao e ciberseguranca”
(EU, 2024). Neste nivel se encontram os sistemas de IA utilizados para recrutamento de pessoal,
tomada de decisdes, ou para avaliar se alguém tem direito a obter um empréstimo ou a gerir
robos autonomos (EU, 2024).

Em um nivel mais abaixo se encontram os sistemas de IA considerados de risco
limitado (ou especifico de transparéncia), que embora menos rigoroso, pois nao apresentam
uma ameaca direta ou um perigo iminente aos direitos fundamentais ou a seguranga, ainda
exigem regulamentacdo especifica para garantir transparéncia e confianga em sua utilizacdo
para resguardar direitos e prevenir utilizacdes que causem impacto negativo, tanto que ¢
imprescindivel que nesta categoria os desenvolvedores informem os usudrios de que estdo
interagindo com uma IA e oferecam opg¢des de controle (Castro; Guimaraes; Dantas Neto, 2024,
p. 221). Neste nivel se encontram os robds de conversagao, os chatbots ¢ as assistentes virtuais.

Na base dessa hierarquia se encontram os sistemas de IA de risco minimo, que sao
aqueles que “ndo apresentam preocupagoes significativas em termos de impacto nos direitos
fundamentais e na seguranga, e, portanto, estao sujeitos a uma regulamentacao menos restritiva”
(Castro; Guimaraes; Dantas Neto, 2024, p. 223). Neste nivel se encontram aplicacdes de 1A que
envolvem automacgao de tarefas simples, como filtros de spam, cenarios e personagens de jogos,
edi¢do de imagem e som e plataformas de recomendacdo de contetdos (Castro; Guimaraes;
Dantas Neto, 2024, p. 223).

A adocdo dessa abordagem escalonada demonstra o esfor¢o da Unido Europeia para
mitigar os riscos associados a utilizacao da inteligéncia artificial com a promogado da inovagao
tecnoldgica, tendo em vista que essa estratégia possibilita a aplicacdo de regras proporcionais
ao nivel de impacto de cada uso da IA, evitando uma regulamentagdo excessiva em casos de
baixo risco e concentrando a ateng¢do em tecnologias com maior potencial de causar danos.

De mais a mais, a criagdo do A/ Act na Europa fomentou a inovacgao ética na area na
tentativa significativa e necessaria de regulamentar um campo complexo e em répida evolucao
e se tornou precedente importante para futuras legislacdes, notadamente para o mencionado
Projeto de Lei brasileiro n°® 2.338/2023. O PL foi aprovado no Senado Federal e remetido para
a Camara dos Deputados em 17/03/2025 e até a finalizagdo deste artigo ainda estava em tramite
naquela Casa parlamentar, tendo sido aprovado em 12/08/2025 requerimento para a realizagao

de audiéncia publica com representantes da sociedade para tratar de efeitos da utilizagdo da IA.
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2. 0 USO DA INTELIGENCIA ARTIFICIAL NO MEIO JURIDICO

A incursao da inteligéncia artificial no mundo juridico nao ¢ uma tendéncia futura, mas
ja ¢ uma realidade inquestiondvel e consolidada que estd redefinindo praticas tradicionais e
otimizando processos (Lage, 2021), notadamente pelo fato de “a Jurisdi¢do, hoje, ser desafiada
a produzir resultados de modo a atender as atuais expectativas quanto a durag¢do razoavel do
processo e da adequada prestacao jurisdicional” (Lage, 2021, p. 115).

Advogados, promotores, juizes e outros operadores do Direito j& se beneficiam de
ferramentas que aceleram tarefas antes morosas e repetitivas. A IA no meio juridico manifesta-
se em diversas frentes, desde a gestdo de escritorios até a analise preditiva de decisdes judiciais.

Em escritorios de advocacia, por exemplo, a IA ¢ amplamente utilizada em plataformas
de e-discovery, que analisam milhares de documentos em busca de informagdes relevantes.
Softwares de andlise de contratos utilizam Processamento de Linguagem Natural (PLN) para
identificar cldusulas de risco ou omissdes. Ferramentas de pesquisa juridica, conhecidas
como legaltechs, usam a IA para encontrar jurisprudéncia e doutrina contextualmente
relevantes. Plataformas de jurimetria analisam grandes bases de dados de decisdes judiciais
para avaliar a probabilidade de éxito de uma agdo, oferecendo subsidios para aconselhar clientes
(Maranhao; Floréncio; Almada, 2021). Dentro do Poder Judiciério, a IA tem sido empregada
para gerenciar o imenso volume de processos, com softwares de triagem que classificam
peticdes e identificam temas repetitivos, otimizando o fluxo de trabalho (Toledo; Pessoa, 2023).

Desde 2018 projetos de inteligéncia artificial surgiram no Poder Judiciario brasileiro,
conforme demonstra o relatério coordenado pelo Ministro do STJ, Luis Felipe Salomao, junto
a Fundacgio Getulio Vargas®.

Entre 2018 e junho de 2020 foram encontrados 64 projetos de aplicacdo de IA em
tribunais do Brasil (Valle; Gas6; Ajus, 2023, p. 12).

De acordo com o Relatorio de Pesquisa “O uso da Inteligéncia Artificial Generativa
no Poder Judiciario Brasileiro”, realizado pelo CNJ em 2024, 66% dos tribunais brasileiros tém
projetos de A em desenvolvimento e registro de 147 sistemas de IA na plataforma Sinapses,
que ¢ o repositdrio nacional de ferramentas de IA do Poder Judiciario (CNJ, 2024b, p. 15).

Essa implementacao crescente de sistemas de IA demonstra um esfor¢o continuo dos
tribunais e cortes brasileiras para modernizar e conferir maior celeridade ao Poder Judicidrio,

com a criacdo de sistemas projetados para otimizar tarefas, reduzir tempo de produgdo e

2 Relatorio “Inteligéncia Artificial: Tecnologia aplicada a gestdo dos conflitos no &mbito do Poder Judiciario”
disponivel em: https://conhecimento.fgv.br/sites/default/files/2025-01/publicacoes/relatorio ia 3a edicao.pdf.
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aumentar a qualidade dos servicos prestados, que ndo atuam em um vacuo normativo, pelo
contrario, sdo balizadas por resolugdes do CNJ e por atos normativos proprios de cada tribunal,
que buscam garantir a ética, a transparéncia e a indispensavel supervisao humana.

Revelando a realidade do uso da IA no meio juridico, diversos tribunais brasileiros ja
contam com suas proprias ferramentas de IA, cada uma com finalidades especificas, como, por
exemplo, no STF, foram desenvolvidos o sistema VICTOR, utilizado desde o final de 2017, que
foi um dos projetos pioneiros, cuja funcao ¢ analisar os recursos extraordinarios que chegam a
Corte e identificar a sua vinculagao com temas de repercussao geral ja estabelecidos, a fim de
agilizar a triagem e a devolug@o de processos as instancias de origem, quando for o caso (STF,
2021). A Suprema Corte conta ainda com o RAFA (Redes Artificiais Focadas na Agenda 2030),
IA desenvolvida em 2022 para apoiar a atividade de classificagcdo de processos por objetivo de
desenvolvimento sustentavel (ODS) da Agenda 2030 da ONU, com sugestdes de classificacdes
obtidas via redes neurais e ferramentas graficas para auxilio a tomada de decisdo (Salomao;
Tauk, 2023, p. 24-26). No ano seguinte, em 2023, foi langada a VitorlA, ferramenta que agrupa
processos por similaridade de temas, permitindo a identificacdo de novas controvérsias (STF,
2023). E, mais recentemente, no ano de 2024, foi langada a MARIA (Mdédulo de Apoio para
Redagao com Inteligéncia Artificial), uma A generativa cujas atribui¢des incluem a elaboragao
de resumos de votos, a criacao de minutas de relatdrios em processos recursais € a analise inicial
de processos de reclamagdo, sempre sob supervisdo humana, e seu objetivo € otimizar o tempo
dos gabinetes dos ministros (STF, 2024).

O STJ também ¢ um polo de desenvolvimento e aplicagdo de IA, com multiplos
sistemas em operagao como, por exemplo, o sistema ATHOS, implementado desde 2019,
desenvolvido para identificar e monitorar temas repetitivos em processos, antes mesmo de sua
distribuicdo aos ministros, ele permite que a unidade operadora agrupe processos por
similaridade semantica (Salomao; Tauk, 2023, p. 32). Recentemente, em fevereiro de 2025, o
STJ langou o STJ Logos, motor de A generativa desenvolvido para acelerar a producao de
decisdes, que atualmente conta com duas funcionalidades principais que sdo a geragdao de
relatdrio de decisdo e a andlise de admissibilidade de Agravos em Recurso Especial (AREsp),
uma das classes processuais de maior volume no tribunal (STJ, 2025).

A inovacdo ndo se restringe as cortes superiores. Diversos outros tribunais tém
desenvolvido seus proprios sistemas, como o Tribunal Regional do Trabalho da 4* Regido, que
desenvolveu, em 2023, o GALILEU, uma IA generativa que auxilia magistrados na elaboragao
de minutas de sentencas. O sucesso da iniciativa levou o Conselho Superior da Justica do

Trabalho (CSJT) a autorizar seu uso em todos os Tribunais Regionais do Trabalho.
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Ainda, a titulo de exemplo, o Tribunal de Justi¢a do Rio de Janeiro implementou, em
2024, o ASSIS, um assistente juridico baseado em IA generativa para apoiar a elaboragdo de
relatorios, decisdes e sentengas em processos judiciais eletronicos na primeira instancia, sendo
o sistema treinado com o acervo de decisdes do proprio magistrado, buscando assimilar seu
perfil decisoério e estilo de redagao (CNJ, 2024c).

Este panorama demonstra a emergéncia da IA no meio juridico brasileiro, inaugurando
uma nova fase na histéria da Administracdao da Justica. A IA ndo se restringe mais a simples
automagao de tarefas burocraticas, como a organizacao de processos ¢ a triagem de documentos.
O que se observa, na verdade, ¢ a efetiva possibilidade, e até a iminéncia, de uma verdadeira
transformagdo paradigmatica na propria atividade de julgar. Diversas iniciativas ja em curso
evidenciam uma clara tendéncia de informatizagdo que vai além do aspecto administrativo,
alcangando também a dimensdo cognitiva da jurisdi¢do. Ferramentas baseadas em jurimetria,
por exemplo, sdo capazes de analisar vastos volumes de dados para identificar padrdes e até
mesmo sugerir decisoes. Porém, ¢ exatamente nesse ponto que surge um impasse fundamental:
a atividade de julgar ¢ muito mais complexa do que a mera repeticdo de decisdes anteriores.
Como salienta o jurista Lenio Streck, julgar ¢ interpretar, e interpretar ¢ um exercicio de
responsabilidade com a Constituicdo e com os direitos fundamentais (Streck, 2014, p. 77), ¢ a
IA, por mais sofisticada que seja, opera dentro de limites 16gicos e probabilisticos, sendo, assim,
incapaz de captar todas as nuances hermenéuticas, os contextos historico-culturais e sociais e
as singularidades humanas que permeiam a lide. Ora, a empatia, o senso de justi¢a e a
consideracdo dos principios que sustentam nosso ordenamento juridico sdo atributos inerentes
a inteligéncia humana, nao reproduziveis por algoritmos.

Percebe-se que a utilizacdo dessas tecnologias ndo esta isenta de riscos e debates €ticos
profundos. A precisao dos sistemas de A depende inteiramente da qualidade dos dados com os
quais sdo treinados. Se os dados historicos refletem vieses sociais ou discriminatorios (de raga,
género, classe), a [A pode ndo apenas replicar, mas também amplificar e escalar essas injusticas,
conferindo-lhes um verniz de objetividade técnica. Além disso, a chamada “opacidade” ou o
fenomeno da “caixa-preta” (black box) de alguns modelos de deep learning, nos quais os
processos internos que levam a uma decisdo sao dificeis de interpretar, levanta sérias questdes
sobre explicabilidade e direito a contestagao (Burrell, 2016; Pasquale, 2015).

Afinal, como garantir o devido processo legal e o direito a fundamentacao das decisdes
(art. 93, IX, da Constitui¢do Federal) se a base de uma recomendacdo automatizada ndo pode
ser plenamente compreendida e auditada? Esses desafios tornam a discussdo sobre a governanga

da IA no direito ndo apenas oportuna e necessaria, mas urgente.
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3. A INTELIGENCIA ARTIFICIAL COMO FERRAMENTA UTILIZADA NA
ELABORACAO DE SENTENCAS JUDICIAIS

O epicentro do debate sobre a IA no Judiciario reside em sua aplicagdo mais sensivel:
o auxilio direto a atividade de julgar. A questdo fundamental ndo ¢ se a IA pode ser usada,
mas como ela deve ser usada para potencializar a prestacao jurisdicional sem usurpar a fungao
essencialmente humana do magistrado.

Até porque a analise das iniciativas ja implementadas nos tribunais brasileiros, como
os mencionados sistemas de IA Victor, Rafa, VitorlA, Maria, no STF; os sistemas Athos e Logos
no STJ; dentre outros, revelam que a discussdo contemporanea sobre a utilizacdo da IA na
jurisdi¢do ndo se limita mais a indagacdo sobre a possibilidade de seu emprego, uma vez que
tais sistemas ja sdo parte do fluxo de trabalho de diversos 6rgdos judiciais, o que indica que o
atual debate ndo se coloca mais no intransigente plano do “pode ou ndo pode”, mas, isto sim,
sob a otica do “como deve”, isto ¢, de que forma a tecnologia pode potencializar a prestacao
jurisdicional sem desvirtuar ou suprimir a fun¢do essencialmente humana do magistrado.

A perspectiva mais prudente ¢ a de que a A deve ser utilizada como uma sofisticada
ferramenta de apoio, € ndo como um substituto do julgador. A sentenga ¢ um ato processual
carregado de valores, onde o juiz, a partir de sua formagao e sensibilidade, avalia as provas e
aplica o direito — normas, regras e principios — a um caso concreto e Unico (Pereira, 2025).
Atribuir essa conduta exclusivamente a um algoritmo seria esvaziar o ato de julgar de seu
conteudo axiologico e humano. Nessa medida, “se valer de uma IA para preparar uma minuta
de sentenca, resumir ou analisar um processo ndo € uma conduta diferente daquela na qual um
servidor ajuda o 6rgdo julgador a preparar esse mesmo tipo de decisum” (Pereira, 2025, p. 11).

A TA pode ser extraordinariamente Util ao realizar a sumarizacdo de processos,
identificar pecas e argumentos, transcrever depoimentos €, com base em comandos especificos
do magistrado (prompts), elaborar uma minuta da decisdo. Essa automacao de tarefas acessorias
permite que o juiz dedique sua energia intelectual a anéalise do mérito, a valoragao das provas e
a construgdo da tese juridica, que sdo o cerne de sua atividade.

Nessa linha de raciocinio, o ponto fulcral estd justamente na distingdo fundamental
entre automatizar procedimentos e automatizar o proprio ato de julgar em si. A primeira € uma
aliada poderosa; a segunda, uma ameaga aos pilares do Estado Democratico de Direito e aos
direitos fundamentais. Isso, pois, o ato de julgar transcende a mera aplicagdo logica de uma

norma a um fato, cerne do que significa decidir juridicamente, conforme elucidado pela Teoria
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da Argumentagdo Juridica, defendida por Robert Alexy, de modo que a decisdo judicial precisa
ser racionalmente fundamentada e sustentar uma pretensdo de correcao, e especialmente nestes
pontos que a fun¢do humana se torna insubstituivel, pois, sdo nestes pontos que emerge a
atividade mais nobre e essencialmente humana da jurisdi¢do: a ponderagao (Alexy, 2001), que
ndo ¢ mera operacao matematica ou algoritmica, mas um exercicio de prudéncia, de valoragao
e de argumentacao racional, que envolve profunda compreensao de valores e contextos sociais
e analise de consequéncias a cada caso concreto.

Todavia, a TA, por mais avancada que seja, ndao pondera, ela apenas calcula
probabilidades com base nos dados e algoritmos com os quais foi treinada, de modo que seu
resultado sera sempre estatistico e ndo necessariamente justo.

Nessa perspectiva, vale mencionar Ronald Dworkin, de que o Direito ndo ¢ apenas um
sistema de regras rigidas, mas uma pratica interpretativa que busca a melhor resposta possivel
a luz de principios morais (Dworkin, 2014). A IA, nesse sentido, pode ser uma auxiliar poderosa
do juiz natural, embora jamais uma substituta da pessoa humana, pois tal inovagao tecnoldgica
nao pode ofuscar a dimensao ética, dialdgica e humanizada da jurisdicao.

Dai porque a IA pode e deve ser empregada para otimizar o fluxo processual, organizar
dados, identificar padrdes e realizar tarefas repetitivas que consomem o tempo de servidores,
juizes e operadores do Direito, permitindo que a este tempo seja deslocado para analises

estratégicas que demandem reflexdes aprofundadas.

3.1. A regulamentacio pelo Conselho Nacional de Justica

A regulamentacao dessa pratica ¢ um pilar essencial para sua implementagdo segura.
A Resolugaon® 615, de 11 de margo de 2025, do Conselho Nacional de Justi¢a (CNJ), estabelece
as diretrizes basicas para o desenvolvimento e a utilizagdo de IA no Poder Judiciario brasileiro.
A norma, que atualiza a Resoluc¢do n® 332/2020, reconhece o acelerado desenvolvimento das
tecnologias de IA generativa e aponta a imprescindibilidade de regulamentagdo especifica.

A Resolugdo ¢ construida sobre principios como o respeito aos direitos fundamentais,
a transparéncia, a ndo discriminagdo, a publicidade, a explicabilidade e, fundamentalmente, a
participacao e a supervisao humana em todas as etapas (Brasil, 2025).

O art. 10 da referida resolucao veda expressamente o desenvolvimento de sistemas de
IA que ndo possibilitem a revisdo humana dos resultados. Indo além, o art. 19 regulamenta o
uso de LLMs, dispondo que sua aplicacdo deve ter cardter meramente auxiliar e complementar,

sendo vedada a sua utilizagdo como um instrumento autdbnomo de tomada de decisdes judiciais.
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A norma ¢ clara ao determinar que a decisdo final deve ser produto da devida orientacao,
verificagdo e revisdo por parte do magistrado, que permanece integral e exclusivamente

responsavel pelas informagdes e pelo mérito do que assina.

3.2. Os perigos do uso indevido: breve analise de casos concretos

Apesar da clareza da regulamentagdo, casos recentes demonstram os graves riscos do
uso inadequado da inteligéncia artificial, servindo como um alerta para o sistema de justica.
Esses episodios ilustram o que acontece quando a supervisdo humana falha e a tecnologia ¢
empregada de forma acritica e irresponsavel.

Um caso emblematico ocorreu no Maranhao, onde o juiz Tonny Carvalho Araujo Luz,
da 2* Vara da Comarca de Balsas, passou a ser investigado pela Corregedoria-Geral da Justica.
A investigagdo foi motivada por um salto de produtividade considerado atipico: a média mensal
de sentencas do magistrado, que era de 80, subiu para 969 em agosto de 2024. A correigdo
identificou um padrao de conduta preocupante, incluindo um namero elevado de sentengas
reformadas por auséncia de fundamentacdo e de andlise probatoria e, mais gravemente, a
aplicagdo de precedentes inexistentes em diversos processos. Tal fenomeno, conhecido como
“alucinacao” da IA, ocorre quando o sistema gera informacdes factualmente incorretas com
aparéncia de veracidade. A decisdo da corregedoria destacou que “a adog¢do de fundamentos
que sequer existem compromete gravemente a credibilidade do Judiciario e impde risco direto
a seguranca juridica” (Migalhas, 2024). Também foi apontada a inobservancia de regras da Lei
de Recuperacao Judicial (Lei n® 11.101/2005) em um dos processos, evidenciando uma falha
na analise substantiva do direito.

De forma semelhante, o Conselho Nacional de Justica instaurou investigacdo de um
magistrado de Minas Gerais que, em 2023, utilizou o ChatGPT para fundamentar uma sentenca.
Na decisdo, que negava uma indenizagdo a uma servidora publica, foram citados oito julgados
do Superior Tribunal de Justica (STJ) que, na verdade, foram inteiramente inventados pela
ferramenta de IA. O erro foi descoberto pelo advogado da parte, que, ao ndo encontrar os
precedentes citados, levou a Corregedoria a apurar o caso. O juiz atribuiu o “mero equivoco” a
sobrecarga de trabalho e a conduta de um assessor, que admitiu ter usado o ChatGPT para a
pesquisa de jurisprudéncia, expondo uma perigosa dilui¢cdo da responsabilidade pela verificagao
dos fundamentos da decisdo (Sintrajufe, 2024).

Esses casos materializam os riscos tedricos da automacdo judicial. Eles evidenciam

que a auséncia de uma rigorosa verificagdo humana pode levar a decisdes nulas, baseadas em
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premissas falsas, e minar a confianca publica no Judicidrio. A responsabilidade, conforme
acertadamente estabelecido pela Resolugdo do CNIJ, ¢ e deve ser sempre do magistrado que

assina o ato, independentemente das ferramentas que utilizou para produzi-lo.

3.3. As cautelas necessarias para um uso responsavel da IA

Diante dos riscos expostos e dos principios estabelecidos pela regulamentagao, a mera
existéncia de normas ndo é suficiente para garantir a integridade do ato de julgar. E imperativa
a adocdo de uma cultura de cautela e de praticas responsaveis por parte dos magistrados e seus
assessores. A seguir, delineiam-se as principais precaucoes.

A primeira e mais fundamental cautela ¢ a supervisao humana inafastavel e criteriosa.
Este € o pilar central de todo o sistema. A IA deve ser vista como um assistente qualificado, mas
falivel. Nenhum resultado gerado por um algoritmo — seja um resumo, uma pesquisa ou uma
minuta de sentenga — pode ser aceito sem uma revisao completa e atenta. Essa supervisao nao
¢ um mero ato burocratico de conferéncia, mas um processo cognitivo de validagdo, critica e
apropriacdo do conteudo. O magistrado deve se certificar de que o texto final reflete seu proprio
raciocinio e convic¢ao, € ndo uma sugestdo automatica da maquina.

A segunda precaucao ¢ a segurancga da informagao e o sigilo processual. Inserir dados
de um processo, especialmente de um que tramita em segredo de justica, em plataformas de 1A
publicas ou comerciais, representa uma violagao flagrante da Lei Geral de Protecao de Dados
(LGPD) e dos deveres éticos da magistratura. E crucial que os Tribunais desenvolvam ou
disponibilizem ambientes de IA seguros e controlados, que operem em redes fechadas,
garantindo que informagdes sensiveis das partes ndo sejam expostas ou utilizadas para treinar
modelos de algoritmos de terceiros.

Em terceiro lugar, surge a necessidade de verificagdo da veracidade e o combate ativo
as “alucinagdes”. Como demonstrado pelo caso de juiz de Minas Gerais, as [As generativas
podem produzir informagdes falsas com extrema convicg¢ao. Por conseguinte, ¢ imprescindivel
que toda e qualquer citagdo de jurisprudéncia, doutrina, artigo de lei ou dado fatico gerado pela
IA seja rigorosamente checado e conferido pelo julgador diretamente em suas fontes originais.
Ora, confiar cegamente na precisdo de um LLM ¢é uma conduta temeraria que pode invalidar
uma decisao judicial e comprometer a carreira do julgador.

Por fim, destaca-se a importancia do letramento digital e da engenharia de prompts.
Utilizar a IA de forma eficaz ndo ¢ apenas consumir seus resultados, mas saber como solicita-

los. Um magistrado com maior letramento digital saberd formular prompts (comandos) mais

186



precisos e seguros. Por exemplo, em vez de um comando aberto como “decida este caso de
acidente de transito”, um prompt responsavel seria: “Com base nos fatos A, B e C, e
considerando a teoria da responsabilidade objetiva prevista no Cdédigo Civil, elabore uma
minuta de fundamentagao que analise a culpa concorrente da vitima, utilizando o estilo de
linguagem simples”. Essa abordagem direcionada reduz a margem para decisdes autonomas da

IA e a mantém em sua devida funcao de assistente de redagao.

4. CONCLUSOES

Este estudo se prop0s a investigar, a partir de uma abordagem teorica e da analise de
casos praticos, a integracdo da inteligéncia artificial na atividade de julgar. Ao final da andlise,
¢ possivel retomar a questao de pesquisa para tecer as conclusoes.

A questdo central — de que maneira a inteligéncia artificial pode ser integrada de
forma ética e eficaz a atividade de julgar, e quais sdo os principais riscos e desafios praticos
para sua utilizacdo? — encontra uma resposta clara: a integracdo se dd quando a IA ¢
posicionada como uma ferramenta auxiliar sob estrito controle humano. Seu papel ¢ o de
otimizar tarefas acessorias, como sumarizagao processual e elaboracdo de minutas, mas nunca
o de substituir o nucleo da fun¢ado jurisdicional: a valoragao, a interpretacao, a ponderagdo ¢ a
decisdo sensivel ao caso concreto. A decisao judicial ndo € mero célculo, mas responsabilidade,
pois o ato de julgar transcende a mera aplicagdo logica de uma norma a um fato. O magistrado
ndo ¢ um algoritmo, mas um intérprete da Constitui¢cdo, das leis, dos costumes e da vida, pois,
um julgamento exige mais que logica, exige justica. Assim, a [A deve ser instrumento, nunca
um fim.

Os principais desafios e riscos, antes vistos como tedricos, foram confirmados por
casos concretos e alarmantes no Judicidrio brasileiro. A prolagcdo de sentencas em massa sem a
devida analise individual, a fundamentacdo baseada em precedentes inexistentes
(“alucinagdes”) e a delegacao implicita da responsabilidade decisoria a um algoritmo sao
perigos reais que atentam contra a seguranga juridica e a credibilidade da Justica.

A regulamentacdo, como a Resolucdo n°® 615/2025 do CNJ, se mostra ndo apenas
relevante, mas indispensavel. Ela estabelece um arcabouco normativo que, se seguido, pode
mitigar tais riscos, ao reforcar a centralidade da supervisdo humana, a responsabilidade integral
do magistrado e a vedagdo de uma automacdo decisoria plena. Os casos do Maranhdo e de
Minas Gerais sdo exemplos contundentes do que ocorre quando esses principios e as cautelas

basicas sdo negligenciados.
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E inevitavel e desejavel que a IA ocupe espagos no sistema de justica, contribuindo
para a eficiéncia e a racionalizacdo de procedimentos. Na verdade, a inteligéncia artificial j& é
parte integrante da realidade judicial, tanto que diversos sistemas de IA ja foram implementados
nos tribunais brasileiros, como o VICTOR, RAFA, VitorlA, MARIA, no STF; os sistemas
Athos e Logos no STJ; dentre outros. Assim sendo, a narrativa “homem versus maquina” ja se
mostra obsoleta e d4 lugar a uma visdo de colaboracdo, na qual a tecnologia serve para ampliar
a capacidade humana. Contudo, o sucesso dessa jornada dependera da capacidade do sistema
de justica de equilibrar inovagdo com prudéncia, eficiéncia com garantia de direitos, e
automacao com a indispensavel humanidade que o ato de julgar requer. Ora, os episodios de
mau uso nao devem levar a uma rejeicao da tecnologia, mas sim a um refor¢o dos controles, da
governanga e da formagdo continua dos operadores do Direito para que saibam maneja-la de

forma ética, critica e responsavel.
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