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Apresentacdo

Direitos e Garantias Fundamentais |1

E com grande satisfagio que apresentamos a produciio académica debatida no Grupo de
Trabalho de Direitos e Garantias Fundamentais, no ambito do XXXI1 Congresso Nacional do
CONPEDI. A presente coleténea reflete a vitalidade da pesquisa juridica brasileira, reunindo
investigacOes que ndo apenas reafirmam a centralidade da dogmatica constitucional, mas que,
sobretudo, enfrentam as tensdes contemporaneas de uma sociedade em rede e em constante
transformacéo.

A pauta dos trabalhos apresentados revela a preocupagdo dos pesquisadores com 0s novos
contornos da esfera publica digital. O GT aprofundou-se no que se denominou vetor juridico
da infodemia, dissecando a coliséo entre liberdade de comunicagdo e desinformagdo. A

judicializacdo do conflito entre fake news e liberdade de expressio, a responsabilidade digital
frente ao discurso de édio e os limites do humor — exemplificados no debate sobre o caso
Léo Lins — demonstram a urgéncia de balizas hermenéuticas para o ambiente virtual. Neste
eixo, destacam-se ainda as andlises sobre a aplicacdo da L GPD, a interface entre Inteligéncia
Artificial e a protegcdo de criancgas e adolescentes, e as inovadoras propostas de um direito a
vida anal 6gica e a desconexao sob uma perspectiva garantista.

N&o obstante o foco tecnologico, o Grupo de Trabalho manteve firme o olhar sobre a
materialidade da vida e ajustica social. Foram intensos os debates acerca da fungdo social da
propriedade, da usucapido e do direito a moradia adequada sob o paradigma do PIDESC.
Questdes sensiveis como a relativizagdo da impenhorabilidade do sal&rio, a mitigagdo do
minimo existencial e a proporcionalidade nas sancBes politicas tributérias (IPTU)
evidenciaram a busca por um equilibrio entre a eficacia econémica e a dignidade humana.

A protecdo de grupos vulnerabilizados ocupou lugar de destaque. As pesquisas trouxeram a
luz avioléncia estrutural contraa mulher e aluta pela autonomia privada feminina— sgjaem
interpretagdes dworkinianas, seja na contestagdo de barreiras em concursos militares. No
espectro da infancia e juventude, os artigos transitaram da evolucdo das politicas de
acolhimento as inovagOes legislativas recentes. O GT também acolheu criticas contundentes
sobre a exclusdo social, abordando desde a inclusdo de pessoas com sofrimento mental até a
supressdo de direitos no sistema prisional e o "estado de coisas' da dignidade encarcerada.



Por fim, a densidade tedrica do evento se revelou nas discussdes bioéticas e de filosofia do
direito. O direito a morte digna, a recusa terapéutica e a governanca medica foram analisados
par e passo com reflexdes sobre a biopolitica e a "vida nua'. A teoria constitucional foi
revisitada através das lentes de Gunther Teubner e Thomas Vesting, discutindo a
fragmentag&o constitucional e o Estado em rede, bem como o debate sobre o direito ao
esquecimento nareformacivilista.

Os textos aqui reunidos séo o resultado de um didlogo proficuo e rigoroso. Convidamos a
comunidade académica a debrucar-se sobre estas péginas, que representam um retrato fiel e
desafiador do estado da arte da pesguisa em Direitos Fundamentais no Brasil.

S8o Paulo, primavera de 2025.

Prof. Dr. Fernando de Brito Alves - UENP

Profa. Dra. Viviane Grass - UNIFACVEST

Prof. Dr. Edinilson Donisete Machado - UENP

Profa. Dra. Bruna Azzari Puga - UPM



LIBERDADE DE ENXPRESSAO E DISCURSO DE ODIO NASREDES SOCIAIS:
ENTRE A PROTECAO CONSTITUCIONAL E A RESPONSABILIDADE DIGITAL

FREEDOM OF EXPRESSION AND HATE SPEECH ON SOCIAL MEDIA:
BETWEEN CONSTITUTIONAL PROTECTION AND DIGITAL RESPONSIBILITY

Frank Aguiar Rodrigues1

Resumo

Este artigo examina a tensdo entre a liberdade de expressao e o discurso de 6dio nas redes
sociais, com enfoque no ordenamento brasileiro. A partir de andlise tedrico-juridica e revisao
bibliogréfica, fundamentada na obra Liberdade de expressdo e o discurso de 6dio nas redes
(FAM, 2025), sdo discutidos (i) o conceito e 0 alcance da liberdade de expresséo; (ii) a
delimitacdo do discurso de 6dio e seus impactos; e (iii) a responsabilidade das plataformas
digitais e os desafios contemporaneos de moderacdo de contetido. O trabalho dialoga com o
marco constitucional de 1988, com a legislagdo infraconstitucional (v.g., Marco Civil da
Internet) e com a jurisprudéncia recente do STF, notadamente o debate sobre o art. 19 do
Marco Civil (ADIs 6.949, 6.960, 7.030 e ADPF 403). Conclui-se que o direito de se
expressar, embora nuclear a democracia, ndo é absoluto e deve ser compatibilizado com a
dignidade humana, impondo deveres correlatos aos usudrios e as plataformas.

Palavras-chave: Liberdade de expressdo, Discurso de 6dio, Redes sociais, Responsabilidade
das plataformas, Direitos fundamentais

Abstract/Resumen/Résumeé

This article examines the tension between freedom of expression and hate speech on social
media within the Brazilian legal framework. Based on a theoretical-legal analysis and
literature review—grounded in the book Liberdade de expressdo e o discurso de 6dio nas
redes (FAM, 2025)—it discusses (i) the scope of freedom of expression; (ii) the definition
and impacts of hate speech; and (iii) platform liability and content-moderation challenges. It
engages with Brazil’s 1988 Constitution, the Internet Civil Framework, and recent Supreme
Court case law, particularly the debate over Article 19 of the Internet Civil Framework (ADIs
6.949, 6.960, 7.030; ADPF 403). The paper argues that freedom of expression, while central
to democracy, is not absolute and must be balanced with human dignity, imposing correlative
duties on users and platforms.

K eywor ds/Palabr as-claves/M ots-clés. Freedom of expression, Hate speech, Socia
networks, Platform liability, Fundamental rights

1 Doutor em Direito, ITE. Mestre em Direito, UNIVEM. Especiaista em Direito e Processo do Trabal ho,
Universidade Anhanguera. Bacharel em Direito — FAI. Prof Efetivo UESPI.



INTRODUCAO

A expansao das redes sociais transformou a esfera publica, viabilizando circulagao
massiva de opinides, dados e narrativas em velocidade inédita. Nesse ambiente, a liberdade de
expressao continua sendo um pilar democratico, porém submetido a fric¢des intensas quando
se confronta com contetidos que incitam discriminac¢do, hostilidade ou violéncia — o chamado
discurso de 6dio. O livro que serve de base a este artigo sistematiza esse debate em doze
capitulos, cobrindo do conceito de liberdade de expressdo ao papel das plataformas, decisdes
paradigmaticas do STF, responsabilidade civil e penal, moderacdo de contetido, ética
comunicacional e diretrizes para uma cultura digital responsavel.

No plano conceitual, o discurso de 6dio ¢ compreendido como comunicagdo que
incita violéncia ou preconceito contra individuos ou grupos em razao de caracteristicas como
raca, religido, etnia, orientacdo sexual ou deficiéncia; sua aplicacdo pratica ¢ contextual, sujeita
a ambiguidades e disputas interpretativas. Essa defini¢gdo — recorrente em documentos e
iniciativas internacionais — orienta a analise juridica e sociopolitica do tema, iluminando
efeitos reais sobre a dignidade e a participacdo de minorias na esfera publica digital.

A premissa normativa do trabalho ¢ que a liberdade de expressdo ndo ¢ absoluta;
ela convive, em regime de ponderag@o, com outros direitos fundamentais (dignidade, igualdade,
honra, imagem), sendo legitima a imposi¢ao de limites proporcionais em situagdes de abuso de
direito e lesdo a bens constitucionalmente protegidos. O material de referéncia enfatiza esse
equilibrio e destaca que a protecao juridica deve ser acompanhada de politicas de moderagdo e
de educacdo digital que promovam convivéncia plural e debate publico inclusivo.

No Brasil, a discussao contemporanea ganhou relevo com o julgamento, pelo STF,
do regime de responsabilidade das plataformas a luz do art. 19 do Marco Civil da Internet. O
debate contrapde, de um lado, um modelo que condiciona a responsabilizacdo a ordem judicial
especifica e, de outro, entendimentos que reconhecem deveres de cuidado proativos em
hipoteses notorias de ilicitude (v.g., simbolos nazistas, incitagdo a violéncia, racismo), com
possivel responsabilizacdo pela inércia da plataforma. Esse contencioso — ventilado nas ADIs
6.949, 6.960, 7.030 e na ADPF 403 — aponta mudanga paradigmatica: as plataformas deixam
de ser vistas apenas como meios neutros para se afirmarem como agentes reguladores de seus
ambientes, com deveres correlatos de prevencao e resposta.

Objetivamente, este artigo busca responder as seguintes questoes: (i) quais limites
normativos balizam a liberdade de expressdo frente ao discurso de o6dio? (ii)) como a

jurisprudéncia do STF tem ajustado esse balanco na era digital? (iii) quais sdo as consequéncias
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juridicas e éticas para usudrios e plataformas? Para tanto, adota-se abordagem teoérico-analitica:
(a) revisdo do conceito e do arcabouco juridico da liberdade de expressdo; (b) delimitagcdo do
discurso de odio e de seus efeitos; (¢) exame dos deveres e responsabilidades na moderacao de
conteudo, considerando impactos praticos (cancelamento digital, responsabilizagdo civil e
penal) apresentados na obra de referéncia.

Do ponto de vista metodologico, trabalha-se com analise bibliografica e
jurisprudencial. Além do livro base (ALBUQUERQUE et al., 2025), mobiliza-se literatura
constitucional e de teoria dos direitos fundamentais (v.g., Barroso; Canotilho; Bobbio) e
decisdes paradigmaticas do STF relacionadas a liberdade de imprensa, controle de abuso e
discurso de 6dio. A propria obra sintetiza exemplos e impactos sociais decorrentes da retdrica
hostil, reforcando que a ética da comunicacdo e a responsabilidade compartilhada sao

dimensdes indissocidveis da tutela juridica.

LIBERDADE DE EXPRESSAO E SEU ARCABOUCO JURIDICO

A liberdade de expressao constitui-se em um dos pilares centrais da democracia
moderna. Reconhecida expressamente como direito fundamental na Constituicdo Federal de
1988, em dispositivos como o art. 5°, incisos IV, IX e XIV, garante a livre manifestacao do
pensamento, a vedagdo ao anonimato, bem como a livre comunicagdo de ideias e informagoes.
Essa consagracdo constitucional representou um marco decisivo no processo de
redemocratizacdo do Brasil, apos o longo periodo de censura e repressdo durante a ditadura
militar (1964—1985). O texto constitucional, ao proteger de forma ampla o direito de expressao,
procurou romper com a experiéncia autoritaria, garantindo que o debate publico passasse a ser
regido pela pluralidade de vozes e pelo respeito ao dissenso.

Contudo, como bem registra a obra-base, a liberdade de expressdo ndo se constitui
em direito absoluto. Tanto a tradicdo constitucional quanto a jurisprudéncia consolidada do
Supremo Tribunal Federal reconhecem que o exercicio desse direito fundamental deve ser
compatibilizado com outros bens igualmente tutelados, como a honra, a intimidade, a vida
privada e, sobretudo, a dignidade da pessoa humana, inscrita no art. 1°, inciso III, da
Constituicdo Federal. Nesse ponto, o livro enfatiza que a ordem constitucional brasileira
estabelece um verdadeiro “tecido interligado” de direitos fundamentais, em que a livre
expressdo encontra limites na protecdo da integridade moral e existencial dos individuos.

Essa concep¢do ¢ reforgada pelo STF em diversos julgados paradigmaticos. O

Tribunal tem reiteradamente afirmado que a liberdade de expressdo ocupa posicao preferencial



na hierarquia dos direitos fundamentais, sendo essencial para a preservagdo do regime
democratico. Todavia, quando utilizada para fomentar praticas discriminatorias, incitar a
violéncia ou atacar grupos vulneraveis, deixa de ser um exercicio legitimo e passa a configurar
abuso de direito. A célebre decisdo proferida no HC 82.424/RS (Caso Ellwanger) consolidou
essa orientacdo: o discurso racista ndo encontra guarida sob o manto da liberdade de expressao,
pois viola frontalmente a dignidade da pessoa humana e ameaga a propria coesdo social.

No plano doutrinario, essa interpretacao também encontra respaldo. Luis Roberto
Barroso (2020) ressalta que a liberdade de expressao ¢ “condi¢do da democracia”, na medida
em que permite a circulacdo de ideias, o confronto de opinides e o controle social das
instituicdes. No entanto, alerta que tal liberdade ndao pode ser compreendida como salvo-
conduto para manifestagdes que promovam intolerancia, 6dio ou exclusdao. Em perspectiva
semelhante, José Joaquim Gomes Canotilho (2003) adverte que os direitos fundamentais ndo
se apresentam em termos absolutos, mas sim como garantias que coexistem em permanente
tensdo e que demandam um exercicio constante de ponderacdo constitucional.

O livro também recupera a relevancia historica da consagracao da liberdade de
expressdo em 1988. Ao encerrar um ciclo de censura e perseguicdes politicas, a Assembleia
Constituinte buscou construir um espacgo publico em que a diversidade e o pluralismo fossem
valorizados. Essa abertura democratica, contudo, ndo significou a eliminagdo de
responsabilidades: a0 mesmo tempo em que protegeu a livre manifestacdo, a Constitui¢ao
instituiu mecanismos de responsabilizacdo civil e penal para manifestacdes abusivas. Dessa
forma, a estrutura normativa brasileira consagra o principio de que ndo existe liberdade sem
responsabilidade.

Outro aspecto enfatizado na obra ¢ que a liberdade de expressdo deve ser
compreendida dentro de um modelo de democracia substancial, que ndo se limita a assegurar a
formalidade do debate, mas que garante a todos os individuos condi¢gdes de participagdo
igualitaria. Isso significa que manifestacdes que visem silenciar ou intimidar determinados
grupos sociais — como discursos racistas, misdéginos, homofdébicos ou xenofobicos — ndo
podem ser toleradas como simples expressdes de opinido, pois desestabilizam a igualdade de
condi¢cdes no espago publico. Nesse sentido, a vedagdo ao anonimato, prevista no art. 5°, inciso
IV, CF, reforca a ideia de responsabilizacdo e contribui para coibir abusos.

A jurisprudéncia brasileira, acompanhando tendéncias internacionais, tem
destacado a necessidade de ponderagdao entre a liberdade de expressao e outros valores
constitucionais. O STF, em decisdes recentes, reafirmou que a protecdo desse direito

fundamental nd3o alcanga manifestagdes criminosas, tais como apologia ao nazismo,
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negacionismo do Holocausto ou incitagdo a violéncia contra minorias. A experiéncia
comparada, especialmente no Ambito europeu, demonstra que a defesa da dignidade humana ¢
principio estruturante da limitagdo da liberdade de expressao.

Assim, a estrutura normativa brasileira legitima a restricio de manifestagdes que
ultrapassem o campo do debate publico legitimo e passem a configurar abusos de direito,
notadamente nos casos de incitacdo a violéncia, racismo, nazismo ou ataques discriminatorios.
A Constituicao Federal, ao mesmo tempo em que consagra a livre manifestagdo, exige que seu
exercicio seja compativel com o respeito a integridade e a dignidade de todos os cidadaos.

Portanto, pode-se concluir que a liberdade de expressdo no Brasil ¢
simultaneamente ampla e limitada: ampla porque constitui direito fundamental preferencial,
indispensavel a democracia e a cidadania; limitada porque ndo se sobrepde a dignidade da
pessoa humana, nem pode ser invocada como escudo para praticas de intolerancia e violéncia.
A obra analisada evidencia que esse equilibrio ¢ condi¢do essencial para a manuten¢ao de uma
esfera publica plural e democratica, capaz de assegurar tanto a diversidade de ideias quanto a

protecao contra discursos que corroem a convivéncia social.

O DISCURSO DE ODIO NAS REDES: CONCEITO, MANIFESTACOES E
IMPACTOS

O discurso de 6dio ¢ um fendomeno social complexo que se manifesta de forma
crescente nas redes sociais, constituindo um desafio significativo para a convivéncia
democratica e para a prote¢do dos direitos fundamentais. De modo geral, entende-se por
discurso de 6dio qualquer manifestagdo comunicativa que promova preconceito, hostilidade,
discriminacdo ou violéncia contra individuos ou grupos em razao de caracteristicas identitarias,
como raca, etnia, religido, género, orientacdo sexual, deficiéncia ou qualquer condi¢do que
configure vulnerabilidade historica ou social. Esse tipo de manifestacio ndo apenas atenta
contra a dignidade e a igualdade dos individuos, mas também compromete o proprio tecido
social, corroendo a confianga mutua e a capacidade de didlogo presente na esfera publica.

Organizagdes internacionais, como a Organiza¢do das Nagdes Unidas (ONU),
reconhecem que o discurso de 6dio representa uma ameacga concreta a democracia, a paz social
e a convivéncia harmonica entre diferentes grupos sociais. A ONU enfatiza que manifestacoes
discriminatorias ou hostis podem gerar efeitos cumulativos, impactando de forma significativa
a vida de individuos e coletividades. A Unido Europeia compartilha dessa perspectiva,

apontando que, em ambientes digitais, o discurso de 6dio encontra terreno fértil para sua
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expansdo devido a velocidade de disseminacdo, a possibilidade de anonimato e ao efeito
multiplicador dos algoritmos que priorizam conteidos com maior engajamento,
independentemente de seu carater ético ou juridico. Nesse contexto, os meios digitais ndo
apenas reproduzem preconceitos existentes, mas também contribuem para a sua amplificagao,
tornando o discurso de 6dio mais intenso e dificil de controlar.

A doutrina brasileira aponta que o discurso de 6dio ndo se limita a agressoes diretas
ou explicitas, como xingamentos, ameagas € insultos, mas também se manifesta de forma mais
sutil, através de ironias, piadas, estereotipos naturalizados e conteudos que reforcam
desigualdades historicas. Memes, narrativas falsas ou distorcidas e campanhas de
desinformagao podem funcionar como veiculos de discriminagao, consolidando preconceitos e
estigmatizando grupos sociais especificos. Essa forma de comunicacdo, embora muitas vezes
disfarcada de humor ou critica, tem efeitos reais sobre individuos e comunidades, perpetuando
esteredtipos e refor¢ando hierarquias sociais injustas.

Os impactos do discurso de 6dio sobre o individuo sdo amplos e profundos. No
plano psicologico, as vitimas frequentemente experimentam sentimentos de humilhagao, medo,
ansiedade e isolamento, que comprometem diretamente a salide mental e o bem-estar. O
silenciamento imposto pelo receio de novas agressdes ¢ outro efeito relevante, uma vez que
limita a liberdade de expressdo do proprio alvo e reduz sua participagao ativa na esfera publica.
Além disso, a exposi¢do continua a mensagens hostis ou discriminatorias pode gerar traumas
cumulativos, afetando a autoestima e a percep¢ao de seguranca pessoal. Esses efeitos ndo se
restringem a vitima individual, reverberando em familias, grupos de apoio e comunidades
inteiras, criando um ambiente de inseguranga e desconfianca generalizada.

Os efeitos coletivos do discurso de 6dio também sao significativos, uma vez que
interferem na qualidade do debate publico e na coesdo social. A polarizagao social ¢ um dos
resultados mais evidentes, na medida em que a circulagdo de mensagens hostis contribui para a
criacdo de bolhas ideoldgicas, onde diferentes grupos tém contato limitado com perspectivas
divergentes. Essa dinamica dificulta o didlogo democratico e promove a fragmentacao da
sociedade, tornando mais complexa a construcdo de consensos e solucdes coletivas para
problemas comuns. Além disso, o discurso de ddio pode funcionar como catalisador de
comportamentos violentos, incentivando a radicalizagdo politica e o engajamento em praticas
criminosas ou extremistas. Nesse sentido, o fendmeno ndo se limita a esfera virtual, mas
frequentemente transborda para o mundo fisico, potencializando conflitos e ameagando a

seguranga coletiva.
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No Brasil, a legislacdo tem buscado enfrentar o discurso de d6dio conciliando a
protecdo a liberdade de expressio com a necessidade de combater manifestagdes
discriminatorias. A Lei 7.716/1989 tipifica crimes resultantes de discrimina¢do ou preconceito
de raga ou cor, estabelecendo penas para condutas que atentem contra a igualdade e a dignidade
humana. Posteriormente, a Lei 9.459/1997 ampliou as hipodteses de discriminagdo, incluindo
género e outras caracteristicas pessoais, refor¢ando a protecdo de grupos historicamente
vulneraveis. Mais recentemente, a Lei 14.532/2023 incorporou a injuria racial como forma de
racismo, consolidando a tendéncia de ampliar a abrangéncia da legislacdo antidiscriminatoria.
A jurisprudéncia do Supremo Tribunal Federal também refor¢a essa linha de protecdo. No
julgamento do HC 82.424/RS, conhecido como Caso Ellwanger, o Tribunal afirmou de forma
categorica que a liberdade de expressdo nao protege manifestacdes de carater racista ou que
neguem a dignidade humana, consolidando o entendimento de que o discurso de odio ¢
incompativel com o nucleo axioldgico da Constituigdo, especialmente com os principios do
pluralismo, da dignidade e da igualdade.

A delimitacdo juridica do discurso de 6¢dio demanda equilibrio e cautela, pois €
necessario evitar censura indevida e garantir que a liberdade de expressdo continue sendo um
pilar da democracia. Ao mesmo tempo, ¢ imprescindivel que a legislagdo e a jurisprudéncia
assegurem prote¢do efetiva contra manifestacdes que promovam discriminagdo, violéncia ou
exclusdo social. Para tanto, a interpretacao das normas deve considerar o contexto social e
tecnoldgico em que os conteudos circulam, os efeitos concretos sobre as vitimas e a sociedade,
bem como a necessidade de educagdo digital e conscientizagdo cidadd sobre o impacto do
discurso de 6dio. A andlise detalhada do fenomeno evidencia que seu enfrentamento nao pode
se restringir ao campo juridico, sendo fundamental também o desenvolvimento de politicas
publicas, agdes educativas e mecanismos tecnoldgicos de moderacdo, que promovam um
ambiente digital seguro e inclusivo.

O enfrentamento do discurso de d6dio nas redes sociais €, portanto, um desafio
multidimensional, que exige compreensdo profunda de seus multiplos efeitos e da
complexidade de sua propagacdo. Trata-se de uma questdo que envolve direitos fundamentais,
dinamicas sociais, tecnologia e cultura digital, sendo necessario articular agdes juridicas,
educativas e tecnologicas para mitigar seus impactos. A legislacdo brasileira, aliada a
jurisprudéncia do Supremo Tribunal Federal, constitui um marco importante nesse processo,
orientando a constru¢do de limites claros para a liberdade de expressdo em casos que atentem
contra a dignidade humana e a igualdade. O debate sobre o discurso de d6dio €, em ultima

analise, essencial para a preservagdo da democracia, da coesdo social e do pluralismo,
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contribuindo para a cria¢ao de um ambiente digital que respeite a diversidade, a dignidade e os

direitos de todos os cidaddos.

PLATAFORMAS DIGITAIS, RESPONSABILIDADE E MODERACAO DE
CONTEUDO

O avanco das plataformas digitais trouxe consigo um conjunto de desafios
complexos, tanto do ponto de vista juridico quanto ético, particularmente no que se refere a
circulagdo de discursos de 6dio, desinformacgao e contetidos ilicitos. Um dos grandes debates
contemporaneos envolve a definicao precisa dos limites da responsabilidade civil e penal das
plataformas diante do vasto universo de informacdes geradas por usudrios. Nesse cenario, a
circulagdo de conteudos ofensivos, discriminatorios ou potencialmente prejudiciais coloca em
evidéncia a necessidade de equilibrar liberdade de expressdo, inovagdo tecnoldgica e prote¢ao
aos direitos fundamentais. O Marco Civil da Internet, instituido pela Lei n° 12.965 de 2014,
representou um marco regulatorio essencial nesse contexto, estabelecendo principios, garantias,
direitos e deveres para o uso da internet no Brasil. Em particular, o artigo 19 do referido diploma
legal determina que os provedores de aplicagdo — ou seja, as plataformas digitais — somente
podem ser responsabilizados civilmente por contetidos publicados por terceiros apos ordem
judicial especifica. Tal regra busca proteger a liberdade de expressao na internet, evitando que
provedores pratiquem censura privada e garantindo um ambiente propicio a inovagdo e ao
desenvolvimento tecnologico.

A logica adotada pelo Marco Civil da Internet apresenta inspiragdo no modelo
norte-americano, notadamente na Se¢ao 230 do Communications Decency Act, que estabelece
imunidade para provedores em relacdo a contedos de terceiros, salvo em situagdes
excepcionais. No entanto, como destacado na obra consultada, essa abordagem também gerou
um vacuo de responsabilizacdo em situac¢des de violagdo grave de direitos, nas quais conteudos
notoriamente ilicitos — como pornografia infantil, incitacdo a violéncia, apologia ao racismo
ou a praticas discriminatorias — circulam livremente, colocando em risco direitos fundamentais
e a propria ordem social. Essa lacuna evidencia um desafio regulatdrio significativo: como
equilibrar prote¢do a liberdade de expressdo, inovagdo digital e responsabilizacdo efetiva das
plataformas diante de abusos flagrantes.

A jurisprudéncia do Supremo Tribunal Federal tem avancado nesse debate. No ano
de 2023, ao julgar as Acdes Diretas de Inconstitucionalidade 6.949, 6.960, 7.030, bem como a

Arguicao de Descumprimento de Preceito Fundamental 403, o Tribunal analisou a aplicagdo
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do artigo 19 do Marco Civil da Internet, modulando seu alcance e delimitando situacdes de
responsabilizacdo das plataformas digitais. Embora o STF tenha mantido a regra geral de que
provedores s6 respondem apds ordem judicial especifica, admitiu excecdes relevantes: em
casos de conteidos manifestamente ilicitos, a inércia das plataformas pode gerar
responsabiliza¢do imediata. Entre os exemplos de conteudos ilicitos, destacam-se a pornografia
infantil, a incitagdo ao nazismo e a apologia ao racismo. Esse posicionamento reposiciona as
plataformas digitais ndo apenas como intermedidrias neutras, mas como agentes ativos na
regulacdo do contetido, com o dever de adotar mecanismos eficientes de prevencao,
monitoramento e moderacdo. A decisdo reforca a ideia de que a responsabilidade das
plataformas ndo € absoluta, mas se ajusta de acordo com a gravidade e notoriedade da violagao,
buscando compatibilizar liberdade de expressao e protecao de direitos fundamentais.

Além do aspecto juridico, surge uma dimensdo ética fundamental nesse debate. O
fendmeno conhecido como “cancelamento digital” exemplifica o dilema ético enfrentado pelas
plataformas: dentncias legitimas de condutas ofensivas podem rapidamente se transformar em
linchamentos virtuais, com efeitos desproporcionais sobre individuos ou grupos. A velocidade
de disseminacdo de informacgdes, combinada com algoritmos de engajamento e anonimato
relativo, cria um ambiente no qual julgamentos publicos e punitivos muitas vezes substituem
procedimentos legais ou principios de justica. Dessa forma, o desafio ético consiste em
estabelecer limites claros entre a moderagao necessaria para proteger a dignidade humana e a
liberdade de expressdo, evitando que mecanismos de dentncia e exclusdo de contetido sejam
utilizados de forma arbitraria ou excessiva.

No cendrio internacional, observa-se uma tendéncia crescente de maior regulagao
das plataformas digitais. A Unido Europeia, por meio da Digital Services Act, estabeleceu
exigéncias rigorosas para as empresas, incluindo transparéncia algoritmica, procedimentos
robustos de moderacado, obrigagdes de prestacdo de contas e mecanismos para remogao rapida
de conteudos ilicitos. O objetivo dessas normas ¢ reduzir a circulagdo de material prejudicial
sem comprometer a pluralidade de opinides e o debate publico, promovendo um modelo de
cogovernanca digital em que direito, ética e tecnologia se articulam de forma integrada. No
Brasil, tramita o Projeto de Lei n° 2.630 de 2020, popularmente conhecido como “PL das Fake
News”, que busca estabelecer deveres mais claros as plataformas digitais, impondo
responsabilidades adicionais em relagdo a circulagdo de informagdes falsas, discurso de 6dio e
praticas que atentem contra direitos fundamentais. Esses movimentos regulatorios indicam que

a discussao sobre moderacao de contetido ¢ global e envolve desafios comuns: como proteger
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usuarios vulneraveis, responsabilizar plataformas e, ao mesmo tempo, garantir liberdade de
expressao e inovagao tecnologica.

A moderacao de conteudo, portanto, emerge como um espago de cogovernanga
digital, no qual o direito, a ética e a autorregulacdo das empresas devem convergir. As
plataformas sdo chamadas a adotar politicas claras e transparentes, criar canais acessiveis para
dentincias, empregar inteligéncia tecnologica e humana na andlise de contetidos e fornecer
informacodes claras sobre critérios de remocao e suspensao de material. Ao mesmo tempo, cabe
a legislacdo estabelecer pardmetros que definam limites objetivos para a atuacdo das
plataformas, evitando que medidas de moderacdo se transformem em censura privada ou em
instrumentos de controle indevido do debate publico. A obra consultada destaca que esse
equilibrio ¢ delicado, uma vez que decisdes equivocadas podem gerar efeitos significativos,
seja pela omissdo diante de conteudos ilicitos ou pela remocdo injustificada de contetidos
legitimos.

O desenvolvimento de normas nacionais e internacionais reflete a complexidade
desse cenario. O Marco Civil da Internet, a jurisprudéncia do STF e projetos como o PL das
Fake News representam tentativas de construir um sistema regulatorio que contemple inovagao
tecnologica, liberdade de expressdo e prote¢do aos direitos fundamentais. No plano ético, a
modera¢do de conteudo deve respeitar principios de proporcionalidade, transparéncia e
accountability, evitando excessos e garantindo que usudrios tenham acesso a mecanismos de
recurso e revisdo. O papel das plataformas digitais, nesse contexto, transcende a funcdo de
simples intermediarios de informacdo, exigindo que atuem como co-responsaveis na
preservacao de um ambiente digital seguro, inclusivo e democratico.

Além das questdes juridicas e éticas, a moderacdao de contetido envolve impactos
sociais significativos. A circulagdo de discursos de o0dio e desinformacado afeta diretamente a
coesdo social, a confianga nas instituicdes e o respeito a diversidade. Ao mesmo tempo, a
modera¢ao inadequada ou insuficiente pode contribuir para a naturalizagdo de preconceitos,
marginalizacdo de grupos vulneraveis e erosao do debate publico. Assim, politicas eficazes de
moderagdo sdo essenciais para a promoc¢do de uma cultura digital que valorize a dignidade
humana, a igualdade e o pluralismo, sem comprometer a liberdade de expressao e a circulagdo
de ideias.

A convergéncia entre direito, €tica e tecnologia indica que a regulagdo das
plataformas digitais ndo ¢ um processo isolado, mas exige a participacdo ativa de multiplos
atores: legisladores, 6rgaos reguladores, sociedade civil, empresas de tecnologia e usuarios. A

implementagdo de boas praticas de moderacao, aliada a mecanismos legais claros e a educacao
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digital, constitui um caminho para enfrentar os desafios da era digital, protegendo direitos
fundamentais sem inviabilizar a inovagdo e a liberdade de expressdo. Nesse contexto, a
moderagdao de conteudo surge como um instrumento de cogovernanca digital, capaz de
equilibrar interesses conflitantes e garantir que a internet continue sendo um espago de

circulagdo de ideias, aprendizado, interagdo social e construcdo democratica.

CANCELAMENTO DIGITAL E SEUS EFEITOS

O cancelamento digital ¢ um fendmeno contemporaneo que emergiu em paralelo
ao crescimento das redes sociais e a intensificagdo da comunicacdo mediada por plataformas
digitais. Trata-se de uma pratica caracterizada pela retirada de apoio, boicote ou condenagdo
social dirigida a individuos, organizagdes ou institui¢des em virtude de acdes, declaragdes ou
comportamentos percebidos como ofensivos, inadequados ou contrarios a normas sociais e
éticas vigentes. Essa dinamica ndo se restringe a manifestagdes pontuais de desaprovagdo, mas
constitui um mecanismo coletivo de responsabilizagdo que, por vezes, adquire proporcoes
significativas, transcendendo a esfera individual e gerando impactos profundos na vida social e
digital.

O fendomeno do cancelamento digital insere-se em um contexto social mais amplo,
permeado por demandas por justi¢a, equidade e responsabiliza¢dao. Historicamente, a busca por
responsabilizacdo social estd vinculada a movimentos por direitos civis, igualdade e
reconhecimento de vulnerabilidades de grupos marginalizados. No ambiente digital, entretanto,
essa busca adquire caracteristicas peculiares, dado o carater instantdneo da comunicacdo, a
amplitude da disseminacao de informacdes e a amplificacdo proporcionada por algoritmos que
priorizam contedos de maior engajamento, independentemente de sua veracidade ou
proporcionalidade. Assim, o cancelamento digital revela-se como um mecanismo de
mobilizagdo coletiva, capaz de pressionar individuos e instituicdes a responderem por suas
acdes, a0 mesmo tempo em que levanta questdes relativas a proporcionalidade e a justica
aplicada.

Do ponto de vista social, o cancelamento digital apresenta efeitos multifacetados.
A pratica pode atuar como instrumento de responsabilizacao, incentivando a reflexdo sobre
comportamentos considerados inadequados e promovendo mudancas sociais relevantes.
Entretanto, a mesma pratica pode se tornar excessiva e desproporcional, extrapolando o campo
da critica construtiva e configurando um mecanismo de ostracismo, silenciamento e puni¢ao

publica. O impacto psicologico sobre aqueles que s3o alvo do cancelamento digital ¢
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significativo, podendo gerar estresse, ansiedade, isolamento social e comprometimento da
saude mental. Além disso, a visibilidade e a rapidez das interacdes digitais potencializam os
efeitos do cancelamento, tornando-o mais intenso e de dificil mitigagao.

O debate académico sobre o cancelamento digital destaca que a pratica envolve uma
tensdo inerente entre liberdade de expressao e responsabiliza¢dao. Enquanto a critica social ¢ um
componente legitimo do debate democratico, o cancelamento digital pode transitar para uma
forma de censura informal, na qual a condenacao coletiva substitui procedimentos formais de
avaliacdo ou san¢do. Nesse sentido, torna-se imperativo analisar os critérios que distinguem
criticas legitimas de ataques desproporcionais, considerando o impacto sobre a dignidade, os
direitos fundamentais e a integridade pessoal. A responsabilidade digital ndo ¢ apenas uma
questdo ética, mas também juridica, na medida em que envolve o equilibrio entre o direito a
liberdade de expressao e a protecao contra violagdo de direitos, difamagao ou assédio.

As plataformas digitais desempenham um papel central nesse fendmeno, na medida
em que funcionam como mediadoras das interacdes e amplificadoras de contetidos. A
responsabilidade dessas plataformas na moderacao de contetdos envolve desafios complexos,
pois € necessario conciliar o dever de prevenir danos com a preservagdo da liberdade de
expressao. Algoritmos de moderacdo, politicas internas e mecanismos de dentncia devem ser
desenhados de forma transparente, proporcional e fundamentada em critérios objetivos, de
modo a evitar decisdes arbitrarias que possam gerar efeitos punitivos desnecessarios ou
injustificados. A literatura especializada indica que a efetividade da modera¢do depende ndo
apenas de medidas técnicas, mas também de praticas éticas e regulatdrias que orientem a
atuacdo das plataformas e assegurem mecanismos de contestagdo e revisao.

No campo juridico, o cancelamento digital suscita reflexdes acerca da
responsabilidade civil e da protecdo de direitos individuais. O fendmeno levanta questdes sobre
reputagdo, honra, imagem e liberdade de expressao, exigindo analise criteriosa para definir os
limites entre criticas admissiveis e linchamento virtual. A jurisprudéncia e a legisla¢ao
brasileiras ainda estdo em processo de consolidagdao de parametros claros sobre essas questoes,
mas observa-se uma tendéncia de maior atencao a protecdo de direitos fundamentais frente as
dindmicas digitais. Nesse contexto, o cancelamento digital desafia a concepcao tradicional de
responsabilizacdo, demandando instrumentos que articulem preven¢do, mediacdo e reparacao
de danos, tanto no nivel individual quanto coletivo.

Do ponto de vista social e cultural, o cancelamento digital reflete tensdes
contemporaneas relacionadas a valores, normas e percepgdes de justi¢a. Ele atua como um

indicador da exigéncia de responsabilizacdo social, revelando sensibilidades sobre
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comportamentos percebidos como inadequados e reforgando padrdes coletivos de conduta. No
entanto, também evidencia fragilidades na comunica¢do digital, como a polarizag¢do, a
amplificacdo de julgamentos precipitados e a dificuldade de didlogo construtivo. O fendomeno
demonstra a necessidade de desenvolver competéncias digitais, educa¢do para a cidadania e
praticas de empatia, de modo a equilibrar a responsabilizagdo com a manutencdo de um
ambiente de interacao saudavel e inclusivo.

A andlise académica do cancelamento digital enfatiza ainda sua dimensao ética. A
pratica coloca em evidéncia a importancia da reflexao critica sobre os efeitos das agdes coletivas
no espaco digital e sobre a responsabilidade individual diante da propaga¢ao de julgamentos e
criticas. A ética digital, nesse sentido, envolve a ponderagdo entre a busca por justica e a
preservacao da dignidade humana, estabelecendo limites para que a mobilizagdo social ndo se
transforme em mecanismo de opressdo ou exclusdo. O equilibrio entre responsabilizagdo e
empatia €, portanto, central para compreender a complexidade do fendomeno e orientar politicas
e praticas sociais mais justas.

Além disso, o cancelamento digital apresenta efeitos estruturais sobre a sociedade,
influenciando a forma como os individuos percebem e exercem a liberdade de expressao. A
ameacga de reprovagdo massiva pode induzir autocensura, restringindo o debate publico e a
circulagdo de ideias, com repercussdes diretas sobre a pluralidade e a diversidade de opinides.
Por outro lado, a existéncia de mecanismos de responsabilizagdo contribui para refor¢ar normas
sociais, estimular comportamentos responsaveis € promover maior conscientizagdo sobre os
impactos de acdes individuais no espaco coletivo. Assim, o cancelamento digital emerge como
um fendomeno complexo, no qual convergem dimensdes psicologicas, sociais, éticas e juridicas.

Em sintese, o cancelamento digital constitui um fendmeno multifacetado que
demanda abordagem interdisciplinar e reflexdo critica. A andlise cientifica do fendmeno
evidencia a necessidade de compreender suas raizes sociais, implicacdes psicologicas,
repercussoes juridicas e desafios éticos. A construgdo de respostas adequadas requer ndo apenas
mecanismos de moderagdo e regulacao, mas também a promogao de cultura digital, educagao
para a cidadania e desenvolvimento de praticas de empatia e didlogo. A compreensdo do
cancelamento digital como fendmeno social e juridico ¢ fundamental para fomentar uma
sociedade digital mais equilibrada, na qual a responsabilizacdo coexista com a protecdo de
direitos e o respeito a dignidade humana, garantindo um espaco de debate plural, seguro e

inclusivo.
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DESAFIOS DE MODERACAO DE CONTEUDO EM PLATAFORMAS DIGITAIS

A moderacdo de conteudo em plataformas digitais constitui um dos desafios mais
complexos da sociedade contemporanea, especialmente considerando a escala e a velocidade
com que informagdes sdo compartilhadas nas redes sociais. A tarefa de regular postagens,
interacdes e publicagdes envolve multiplas dimensdes, que vao desde aspectos técnicos e
operacionais até questdes éticas, juridicas e sociais. A natureza massiva e dindmica dessas
plataformas exige estratégias que permitam conciliar a liberdade de expressdo com a protegdo
de individuos e grupos contra discursos de 6dio, assédio e desinformagao.

A pratica da moderacdo envolve decisdes continuas sobre a aceitabilidade de
conteudos, considerando a subjetividade inerente a comunica¢do humana. O que € percebido
como inofensivo por determinado grupo social pode ser interpretado como ofensivo ou
prejudicial por outro, demonstrando a complexidade cultural e contextual que permeia a
avaliacdo de contetidos digitais. Nesse sentido, a moderagcdo ndo se limita a uma operagdo
técnica de remocao de informagdes, mas requer compreensao de fatores socioculturais,
sensibilidade ética e critérios claros de justi¢ca e proporcionalidade.

Os algoritmos tém sido empregados como ferramentas essenciais na moderagao de
conteudo, permitindo a identificagdo e a classificacdo de postagens com base em padrdes
previamente definidos. Entretanto, a tecnologia apresenta limitacdes significativas na
interpretacdo de nuances linguisticas, contextos implicitos e interacdes subjetivas. Assim,
apesar de sua eficiéncia em processar grandes volumes de dados, os sistemas automatizados
nao substituem a necessidade de interven¢ao humana, especialmente em casos que demandam
julgamento contextualizado e sensivel as particularidades de diferentes comunidades digitais.

A escassez de recursos humanos qualificados para exercer a moderacao ¢ outro fator
que agrava a complexidade dessa atividade. Moderadores sdo responsaveis por analisar
conteudos potencialmente prejudiciais, tomar decisdes rapidas e lidar com consequéncias que
se estendem além do ambiente digital, afetando a percepcdo, a reputagdo e a integridade de
usuarios. A natureza repetitiva e intensa da atividade, aliada a exposi¢do constante a contetidos
sensiveis, torna o trabalho emocionalmente desgastante e exige medidas de apoio, capacitagdo
e supervisao adequadas.

A moderacgao de contetido apresenta um dilema central entre a prote¢ao dos usuarios
e a preservacao da liberdade de expressdo. Por um lado, a regulacdo e a remocao de contetidos

nocivos sao necessarias para garantir um ambiente seguro, livre de discriminagdo, assédio e
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incitacdo a violéncia. Por outro lado, a aplicacdo excessiva de medidas de controle pode
restringir vozes legitimas, dificultar o debate publico e gerar formas indiretas de censura. A
subjetividade envolvida na interpretagdo de conteudos aumenta a dificuldade de estabelecer
critérios uniformes e imparciais, requerendo politicas claras, transparentes e fundamentadas em
principios éticos, sociais e legais.

As politicas internas das plataformas digitais refletem, em grande medida, os
valores das comunidades que elas servem, bem como as pressoes externas, incluindo demandas
sociais, regulamentagdes e expectativas legais. Essas diretrizes, frequentemente revisadas em
resposta a eventos especificos ou mudangas culturais, buscam equilibrar interesses diversos e
concorrentes, como seguranca, diversidade, inclusdo e liberdade de expressdo. Entretanto, a
eficacia dessas politicas depende ndo apenas da defini¢do de regras, mas também de sua
aplicagdo consistente, da capacidade de revisao e do monitoramento continuo de impactos sobre
0S Usuarios.

O dilema entre liberdade de expressdo e proteg¢do nas plataformas digitais também
envolve dimensoes éticas e sociais. A moderacao deve considerar o impacto das decisdes sobre
grupos vulneraveis e a responsabilidade coletiva de preservar a dignidade e os direitos
individuais. Além disso, a pratica de moderacdo influencia a dindmica do debate publico,
podendo promover um ambiente de didlogo seguro ou, inversamente, induzir autocensura,
polarizacao e fragmentacao social. A avaliagdo das consequéncias das decisdes de moderagao
¢, portanto, essencial para garantir que o equilibrio entre prote¢do e expressao seja sustentavel
e equitativo.

A complexidade da moderacdo de contetido também esta associada a diversidade
cultural, a variagcdo de normas sociais e a interpretacdo subjetiva de linguagem, simbolos e
contextos. Um contetdo considerado aceitavel em determinado contexto pode ser ofensivo em
outro, exigindo sensibilidade intercultural e critérios de proporcionalidade que transcendam
decisdes automatizadas. Nesse sentido, a moderacdo nao deve ser entendida como mera
aplicacdo de regras, mas como um processo reflexivo que envolve analise contextual,
ponderacdo de valores e mitigagdo de danos potenciais.

A literatura cientifica e juridica enfatiza que a moderagao de contetido ¢ um espaco
de cogovernanca digital, no qual convergem interesses da sociedade, da legislacdo e da ética
empresarial. A atuacdo das plataformas deve articular prevencdo de danos, mecanismos de
denuncia, transparéncia algoritmica e revisdo humana, de modo a equilibrar protecao, liberdade

e responsabilidade. Além disso, a governanca digital exige a construcdo de politicas que
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promovam dialogo construtivo, respeitem direitos fundamentais e fomentem a inclusdo social,
sem sacrificar a diversidade de opinides e a pluralidade democratica.

A andlise do fendmeno revela que a moderagdo de conteudo envolve riscos e
desafios inerentes a digitaliza¢do das interacdes sociais. A dificuldade de interpretar nuances, a
subjetividade da comunicacdo, a pressdo por decisdes rapidas e a necessidade de conciliar
interesses divergentes tornam essa tarefa intrinsecamente complexa. Ao mesmo tempo, a
moderag¢ao representa uma oportunidade de aprimorar praticas digitais, fortalecer a cidadania,
proteger direitos individuais e coletivos e promover ambientes online mais seguros, inclusivos
€ responsaveis.

Em sintese, a moderacdo de conteudo em plataformas digitais ¢ um fenomeno
multidimensional que exige abordagem interdisciplinar, combinando tecnologia, direito, ética
e sociologia. A construgdo de politicas eficazes depende da compreensao das nuances culturais,
da implementacdo de mecanismos de responsabilidade e transparéncia e do equilibrio entre
liberdade de expressao e protecdo. A reflexao sobre os desafios da moderagao contribui para o
desenvolvimento de uma governanca digital que valorize a dignidade humana, o dialogo plural
e a convivéncia ética, constituindo-se em elemento central para a sustentabilidade de ambientes

digitais saudaveis e democraticos.

CONSIDERACOES FINAIS

A analise desenvolvida evidencia que a liberdade de expressao, embora
constituindo direito fundamental e condi¢do de possibilidade para a democracia, ndo possui
carater absoluto. A Constitui¢do Federal de 1988 a consagra de forma ampla, mas em
permanente dialogo com outros valores igualmente fundantes da ordem constitucional, como a
dignidade da pessoa humana, a igualdade e a vedagcdo a discriminacdo. A liberdade de
expressdo, portanto, deve ser interpretada de maneira contextualizada, reconhecendo suas
limitacdes diante de manifestagdes que possam comprometer outros direitos e interesses
coletivos.

O fenomeno do cancelamento digital e os desafios de moderacdo de contetido
demonstram que a esfera digital ¢ um espago no qual esses limites se tornam particularmente
visiveis. O cancelamento digital, ao operar como mecanismo de responsabilizacdo social,
evidencia o impacto das praticas coletivas sobre a vida de individuos e grupos, destacando que

a expressdo, quando acompanhada de reacdo imediata e massiva, pode gerar consequéncias

20



desproporcionais. A experiéncia contemporanea demonstra que, embora a busca por justica
social seja legitima, a reagcdo exacerbada as falhas ou opinides controversas de individuos pode
comprometer a propria funcdo democratica do debate publico.

O discurso de odio, em suas diversas manifesta¢des, representa um limite claro a
liberdade de expressdo. Sua capacidade de promover exclusdo, violéncia simbdlica e real, bem
como perpetuar desigualdades historicas, o coloca fora da protecdo conferida a opinides
divergentes ou criticas construtivas. A jurisprudéncia do Supremo Tribunal Federal, como
exemplificado pelo Caso Ellwanger (HC 82.424/RS), refor¢a que manifestacdes racistas,
misoginas, homofdbicas ou xenofdbicas ndo encontram respaldo constitucional, reafirmando a
necessidade de um equilibrio entre liberdade de expressdo e respeito aos direitos fundamentais
de terceiros.

No ambiente digital, a complexidade se intensifica. A velocidade de difusdo das
informagdes, o alcance potencialmente global das publicacdes e a possibilidade de anonimato
favorecem a propaga¢do de conteudos nocivos, dificultando a aplicacdo de mecanismos de
responsabilizacdo. Nesse cenario, as plataformas digitais emergem como atores centrais na
governanga do espago virtual. O Marco Civil da Internet (Lei n® 12.965/2014) instituiu um
modelo de responsabilizacao condicional a ordem judicial, mas decisdes recentes do STF (ADIs
6.949, 6.960, 7.030 e ADPF 403) reconheceram a necessidade de exceg¢des em casos de
conteidos manifestamente ilicitos, reposicionando as plataformas como agentes ativos de
prevencdo, dentincia e moderacao.

A moderagdo de conteudo, portanto, assume um papel estratégico na preservagao
da convivéncia democratica e na mitigacdo dos efeitos negativos do cancelamento digital.
Trata-se de um processo complexo, que combina decisdes humanas e algoritmos tecnoldgicos,
considerando aspectos culturais, éticos e juridicos. A subjetividade inerente a interpretacdo de
postagens, memes e mensagens digitais evidencia que a tecnologia, isoladamente, ndo € capaz
de compreender todas as nuances da comunicagdo humana. Assim, a atuacao responsavel das
plataformas, aliada a capacitacdo de moderadores e a transparéncia nos critérios adotados,
torna-se essencial para a eficacia de qualquer politica de governanca digital.

O desafio contemporaneo € construir um equilibrio dindmico: preservar a liberdade
de expressdo como espago de critica, didlogo e criatividade, enquanto se combatem discursos
de 6dio e praticas de cancelamento desproporcionais que ameacam a coesdo social e a
democracia. A resposta ndo se limita & normatizagdo legal, sendo igualmente necessaria uma
abordagem ¢ética e educativa, que fomente a cultura digital de respeito, empatia e

responsabilidade compartilhada entre usudrios, plataformas e legisladores.

21



Conclui-se, portanto, que a efetividade da liberdade de expressdo no século XXI
depende da convergéncia de trés dimensdes complementares: (i) a existéncia de um marco
juridico claro, proporcional e capaz de orientar condutas e responsabilidades; (ii) a atuacao
proativa, transparente e ética das plataformas digitais, garantindo mecanismos de prevencao,
moderacdo e responsabilizagdo; e (iii)) a conscientizagdo dos cidaddos quanto ao uso
responsavel, ético e critico da palavra no ambiente digital. A conjugacdo dessas dimensdes
permite ndo apenas que a liberdade de expressdo seja exercida como direito individual, mas
também que seja consolidada como valor coletivo indispensavel a manutengdo da vida
democratica, da diversidade e da dignidade humana.

Em sintese, o cancelamento digital e os desafios de moderagdo de contetido nao
configuram apenas problemas técnicos ou juridicos, mas representam questoes €ticas, sociais €
politicas de grande relevancia. Garantir a liberdade de expressdo, sem negligenciar a prote¢ao
contra abusos e discriminagdes, ¢ uma tarefa continua e complexa, que exige reflexao critica,
politicas equilibradas e compromisso coletivo. A construcdo de ambientes digitais seguros,
plurais e democraticos depende da integragao entre direito, ética, educacdo digital e governanca
responsavel, assegurando que a expressdo humana seja instrumento de didlogo, aprendizagem

e fortalecimento da cidadania, e ndo de exclusdo ou silenciamento.
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