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XXXII CONGRESSO NACIONAL DO CONPEDI SAO PAULO - SP

TEORIASDA JUSTICA, DO DIREITO, DA DECISAO, DA
ARGUMENTACAO E DO REALISMO JURIDICO

Apresentacdo

Vivemos um momento em gue o direito se projeta em discussdes envolvendo a democracia e
atecnologia, com tais campos se relacionando - ou se irritando, na gramética luhmanniana -
de formatensa e, muitas vezes, imprevisivel. O Supremo Tribunal Federal ocupa o centro do
debate publico, as disputas em torno da Constituicdo ganham as redes e, ab mesmo tempo,
ferramentas de inteligéncia artificial comecam a participar, de maneira crescente, da
producdo e da gestdo de informagdes juridicas. E nesse cenario que se situam os trabalhos
reunidos neste GT. Eles partem da ideia de que o direito é uma pratica argumentativa,
histérica e institucional mente situada, e ndo um conjunto neutro de férmulas prontas.

Uma parte importante dos textos gira em torno da jurisdi¢éo constitucional e das técnicas de
decisdo do STF. Discutem-se temas como mora legisativa, decisdes manipulativas, reserva
legal em matéria penal e 0 modo como a Corte, na pratica, deixa de ser apenas guardia
"negativa’ da Constituicdo para também produzir normatividade; tal movimento recoloca
guestBes conhecidas, mas nada triviais, sobre separacdo de poderes, criatividade judicia e
legitimidade democrética.

Outro conjunto de trabalhos volta-se a linguagem, a retérica e as formas do raciocinio
juridico. A retérica é entendida ndo como ornamento, mas como técnica de dar razdes em
publico, atravessando a historia desde a pélis grega até o processo contemporaneo. A partir
de autores cléssicos e da teoria dos principios, mostra-se que decidir em direito € lidar com
incerteza, conflitos de valores e diferentes comunidades interpretativas. "Logos', "ethos' e
"pathos’ - categorias originalmente aristotélicas - reaparecem, aqui, como dimensdes que
gjudam a pensar o lugar da argumentacdo juridica em uma racionalidade prética que precisa
ser, ab mesmo tempo, rigorosa e responsavel .

A relacdo entre inteligéncia artificial e decisdo judicial forma um terceiro eixo da coletanea.
Diaogando com debates sobre 16gica, normas juridicas e falibilismo, os textos perguntam até
gue ponto se pode falar em “decisdo” por computador e quais sdo 0s riscos envolvidos na
delegacdo de tarefas interpretativas a algoritmos. A discussao passa por problemas concretos,
como a fabricacdo de “jurisprudéncia’ inexistente por sistemas de linguagem e 0 uso



silencioso de ferramentas de inteligéncia artificial na redacéo de pegas e sentencas, e insiste
na necessidade de governanca algoritmica transparente, criticavel e subordinada a parémetros
constitucionais claros.

Hé& ainda estudos voltados a teoria das normas e a sua aplicacdo em campos especificos,
como o direito eleitoral e partidario. A distingdo entre regras, principios e postulados é
retomada para mostrar que 0 USO pouco rigoroso de categorias como proporcionalidade e
razoabilidade pode comprometer tanto a seguranca juridica quanto a coeréncia das decisoes,
por exemplo, na analise das contas de partidos politicos. Em vez de abandonar esses
instrumentos, os textos prop8em critérios mais cuidadosos para 0 Seu emprego na
concretizacdo de valores constitucionais.

O que aproxima todos esses trabalhos é uma mesma atitude de fundo: a recusa de tratar o
direito como simples técnica neutra e a insisténcia em vé-lo como prética de justificacéo
publica, atravessada por escolhas tedrico-filosoficas, histéricas e éticas. Em vez de oferecer
respostas definitivas, o volume procura abrir e qualificar perguntas. Ao articular teoria e
prética, dogmética e filosofia, direito constitucional, eleitoral, teoria da argumentacdo e
reflexdo sobre tecnologia, os textos aqui reunidos oferecem ao leitor um convite: pensar, com
mais calma e rigor, qual é o lugar do direito em um mundo marcado por crises ingtitucionais,
transformacfes tecnol 6gicas rdpidas e disputas intensas em torno da propriaideia de justica.
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Prof. Dr. Juraci Mourdo Lopes Filho - Centro Universitério Christus (UNICHRISTUS)



INTELIGENCIA ARTIFICIAL E FALIBILIDADE NO SISTEMA JURIDICO
ARTIFICIAL INTELLIGENCE AND FALLIBILITY INTHE LEGAL SYSTEM

Fabricio Gomes de Oliveira Sebok
Carolina de M or aes Pontes

Resumo

A crescente insercdo da inteligéncia artificial (IA) no campo juridico tem provocado

transformagOes estruturai s profundas, especialmente no apoio a tomada de decisdo, na andlise
de jurisprudéncia e na gestdo processual. Este artigo prop8e uma andlise critica dessa
aplicagdo a luz da epistemologia falibilista de Karl Popper, segundo a qual todo

conhecimento € provisorio e sujeito a criticaracional. A pesquisa, de natureza teorico-critica
e metodol égica interdisciplinar, utiliza revisdo bibliografica e andlise documental normativa
para investigar riscos e potencialidades da IA no Judiciério brasileiro. S&o examinados
exemplos nacionais e internacionais que evidenciam problemas como opacidade algoritmica,
vieses estruturais e impactos sobre garantias processuais. O estudo também analisa a
Resolucéo CNJ n° 615/2025, marco regulatdrio que estabel ece pardmetros de governanca e
supervisdo humana no uso da IA judicial. Conclui-se que a incorporagéo dessa tecnologia
deve ser condicionada a mecanismos de transparéncia, controle publico e responsabilidade
institucional, reafirmando a centralidade da razdo critica e da deliberacdo democrética no
Estado de Direito. A abordagem proposta busca compatibilizar inovagdo tecnolégica com
principios constitucionais, evitando automatismos infaliveis e fortalecendo a protecdo dos
direitos fundamentais.

Palavras-chave: Popper, Epistemologia juridica, Governanca algoritmica, Devido processo
legal, Garantias processuais

Abstract/Resumen/Résumé

The increasing integration of Artificial Intelligence (Al) into the legal field has brought
profound structural changes, particularly in decision-making support, case law analysis, and
procedural management. This article offers a critical analysis of such applications grounded
in Karl Popper’s fallibilist epistemology, which asserts that all knowledge is provisional and
subject to rational criticism. The research, theoretical-critical in nature and interdisciplinary
in approach, employs bibliographic review and normative-documentary analysis to examine
the risks and potential of Al in the Brazilian Judiciary. National and international examples
are discussed to illustrate issues such as algorithmic opacity, structural bias, and their impact
on procedural safeguards. The study also analyzes CNJ Resolution No. 615/2025, a
regulatory milestone establishing governance parameters and mandatory human oversight for
Al use in the Judiciary. It concludes that Al implementation must be conditioned on
transparency mechanisms, public oversight, and institutional accountability, reaffirming the
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centrality of critical reason and democratic deliberation within the Rule of Law. The
proposed approach aligns technological innovation with constitutional principles, avoiding
the risks of infallible automatism and reinforcing the protection of fundamental rights.

K eywor ds/Palabr as-claves/M ots-clés. Popper, Legal epistemology, Algorithmic
governance, Due process of law, Procedural safeguards
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Introduciao

A transformacdo digital do sistema de justi¢a, intensificada ¢ consolidada ao longo da
ultima década, reconfigurou de forma profunda e estrutural a maneira como o Direito ¢
produzido, interpretado, comunicado e aplicado no cotidiano forense. O que antes se restringia
a alteracdes pontuais em procedimentos ou a simples digitalizacdo de documentos evoluiu para
uma reestruturacdo abrangente dos fluxos de trabalho e dos métodos de raciocinio juridico.
Entre as tecnologias emergentes que t€m desempenhado papel determinante nesse processo, a
inteligéncia artificial se sobressai como elemento central, assumindo posi¢do de destaque na
busca por maior celeridade, incremento de eficiéncia e racionalizagdo dos fluxos processuais,

objetivos esses cada vez mais valorizados em contextos judiciais sobrecarregados.

Essa adogdo tecnologica, entretanto, esta longe de ser um movimento neutro ou
meramente técnico. Trata-se de uma incorporacdo que envolve escolhas de natureza normativa,
epistemologica e ética, cada uma delas com potencial de influenciar de modo direto e imediato
garantias constitucionais fundamentais, bem como a propria concep¢do de Estado de Direito
que sustenta a ordem juridica. A implementacdo de ferramentas inteligentes no Judiciario,
portanto, ndo se limita a uma modernizacdo de meios, mas também provoca reflexdes sobre a

legitimidade e os limites do exercicio jurisdicional mediado por algoritmos.

Conforme aponta a OCDE (2021), a crescente pressdo por celeridade na prestagdo
jurisdicional, fruto de um aumento expressivo na demanda e da necessidade de resposta rapida
a sociedade, tem impulsionado reformas estruturais de grande alcance. Entre essas reformas,
destacam-se as que incluem o uso de 1A para fungdes como analise preditiva, triagem processual
e apoio direto a tomada de decisdo judicial. E importante notar que o percurso inicial da
automacao juridica, ainda incipiente ha alguns anos, concentrou-se em tarefas de baixo risco
cognitivo, como a mera digitalizagdo de pegas processuais e a organiza¢do de documentos em
bases eletronicas (Surden, 2019), atividades que, apesar de relevantes, ndo implicavam, naquele

momento, intervengao significativa no contetido decisorio.

Entretanto, a evolug@o para modelos de linguagem de larga escala, exemplificados por
sistemas como o ChatGPT (OpenAl, 2022), transformou qualitativamente o cenario.
Atualmente, tais modelos sdo capazes de executar, com crescente sofisticacdo, funcdes que
antes eram consideradas estritamente humanas, como a interpretagdo de dispositivos juridicos
complexos, a formulacdo de linhas argumentativas e até a redacdo de textos normativos

(Surden, 2024a; 2024b; 2025). Esse salto tecnologico desloca a inteligéncia artificial de um
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papel meramente auxiliar para um papel potencialmente coprotagonista na construcdo de

raciocinios juridicos, o que eleva exponencialmente os debates sobre seus limites e riscos.

No contexto brasileiro, experiéncias concretas como o sistema Victor, implementado no
Supremo Tribunal Federal, e a Plataforma Sinapses, desenvolvida pelo Conselho Nacional de
Justiga, ambas instituidas com fundamento na Resolugdo n°® 332/2020, configuram marcos
significativos na trajetoria de incorporacdo da IA ao funcionamento do Judicidrio. Tais
iniciativas, embora representem avangos operacionais evidentes, sobretudo no que diz respeito
a otimizagdo do tempo de analise processual e a reducdo de acumulo de tarefas repetitivas,
também suscitam preocupacdes legitimas sobre aspectos como a opacidade algoritmica, a
reprodugdo de vieses estruturais e as implicagdes disso para a preservacdo do devido processo

legal.

O presente artigo parte da premissa de que a compreensdo e a regulacdo dessa
transformacao tecnoldgica no Judiciario requerem um referencial tedrico solido e consistente.
Nesse sentido, opta-se pela epistemologia falibilista de Karl Popper, segundo a qual todo
conhecimento ¢ essencialmente conjectural e, por isso, deve permanecer permanentemente
sujeito a critica racional e a possibilidade de refutacdo. Essa perspectiva, aplicada ao campo
juridico, permite compreender a inteligéncia artificial como uma ferramenta passivel de erro e
que, justamente por isso, deve ser objeto de constante revisdo e controle, prevenindo o risco de

ser equivocadamente tratada como fonte absoluta ou infalivel de conhecimento ou de decisao.

Além de construir uma base tedrica clara, o estudo também se propde a analisar, ainda
que de forma sucinta, casos praticos, tanto nacionais quanto internacionais, que exemplificam
oportunidades ¢ desafios dessa incorporag@o, bem como examinar marcos regulatorios recentes
que tém buscado disciplinar a matéria. Entre eles, destacam-se a Resolugdo CNJ n® 615/2025 ¢
o Projeto de Lei n° 2.338/2023, ambos voltados a criacdo de parametros normativos para o uso
ético, transparente e seguro de dados e de sistemas de [A no Judiciario, reforgando a necessidade

de supervisdo humana efetiva ¢ mecanismos de responsabilizagdo.

Com isso, busca-se, de forma articulada, contribuir para o fortalecimento do debate
académico-juridico e oferecer subsidios concretos para a constru¢do de uma governanga
algoritmica que seja efetivamente compativel com os principios constitucionais € com o0s

valores fundamentais que sustentam o Estado Democratico de Direito.
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1. Desenvolvimento
1.1. A teoria da falibilidade em Karl Popper

A epistemologia popperiana parte da premissa fundamental de que todo conhecimento
humano ¢, por natureza, conjectural, provisorio e, portanto, sempre passivel de refutacdo. Nao
se trata de um posicionamento meramente cético, mas de uma concepgdo dinamica segundo a
qual o saber ndo se cristaliza em verdades definitivas, permanecendo continuamente aberto a
revisdo e ao aperfeigoamento. Nesse contexto, o método hipotético-dedutivo assume papel
central: formula-se uma hipdtese, submete-se tal hipotese a testes rigorosos e, caso seja
refutada, ela ¢ descartada ou reformulada, cedendo espaco a novos modelos explicativos mais
robustos (Popper, 2009; 2013; 2017). E justamente esse ciclo continuo de proposigdo e critica

que garante o avanco do conhecimento cientifico, afastando-o do imobilismo dogmatico.

No campo juridico, a aplicagdo dessa logica adquire relevancia singular. Trata-se de
uma postura que se contrapde diretamente as concepcdes dogmaticas e absolutistas da norma,
aquelas que a tratam como um enunciado definitivo e impermeavel a mudanga. Ao invés disso,
a perspectiva popperiana aproxima o Direito de uma racionalidade critica e investigativa, na
qual as normas e interpretagdes juridicas sdo constantemente submetidas a analise e ao
confronto com novas realidades sociais, economicas e culturais. Rodrigues (2009) observa que
essa logica de revisdo permanente tem o potencial de afastar o Direito de um formalismo
excessivo e de estruturas interpretativas rigidas, tornando-o mais sensivel as mudangas e mais

apto a se adaptar a contextos historicos e sociais em constante transformacao.

Helfer e Fischborn (2019), ao aprofundarem essa discussdo, propdem que a
falseabilidade seja incorporada como um verdadeiro critério de racionalidade pratica no ambito
juridico, especialmente quando se lida com conceitos juridicos abertos ou indeterminados,
como “interesse publico” ou “dignidade da pessoa humana”. Tais conceitos, justamente por sua
maleabilidade e amplitude semantica, demandam interpretagdes que estejam sempre sujeitas a
critica e a reavaliagdo, evitando que sejam congelados por leituras univocas que inviabilizem
sua atualizagdo conforme as demandas sociais. Nesse mesmo sentido, Bianchini (2018) enfatiza
que a adogdo dessa abordagem contribui para combater a crenga equivocada na infalibilidade
normativa, ao mesmo tempo em que reforca o carater plural, democratico e dialdgico da

interpretagdo juridica.

O alerta para os riscos da cristalizagdo de injusticas também se encontra em Streck

(2021), que recorda que o Direito, mais do que um conjunto de regras fixas, ¢ um fenomeno
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interpretativo, simbolico e historico. Isso significa que ele se constroi a partir de interacdes
humanas, disputas de sentido e contextos culturais. Nesse cenario, a aplicacdo acritica de
algoritmos treinados com dados passados representa um risco real, pois pode perpetuar e até
amplificar distor¢des historicas e vieses estruturais, comprometendo a abertura hermenéutica
necessaria para a construcdo de decisdes justas. Habermas (1997), por sua vez, complementa
essa visdo ao sustentar que a legitimidade das normas ndo deriva unicamente de sua
conformidade com um sistema formal, mas também, ¢ sobretudo, de sua origem em processos

publicos de deliberagdo racional, conduzidos de forma inclusiva, participativa e transparente.

Assim, observa-se uma convergéncia relevante entre Popper e Habermas na defesa de
um sistema juridico que, seja nas decisdes proferidas por magistrados, seja naquelas mediadas
ou auxiliadas por sistemas algoritmicos, mantenha permanentemente a abertura ao escrutinio e
a contestacdo publica. Trata-se, portanto, de assegurar que tanto a racionalidade critica quanto
a legitimidade democratica caminhem juntas, prevenindo o risco de que a autoridade normativa,

humana ou artificial, se torne impermeavel ao debate, a revisdo e ao aperfeicoamento continuo.

1.2. Algoritmos, jurimetria e o risco da caixa-preta

A jurimetria, entendida como a aplicagdo de métodos estatisticos e modelos
algoritmicos a analise de dados juridicos, esta presente de forma cada vez mais estruturada em
sistemas como o Victor, do Supremo Tribunal Federal, e a Plataforma Sinapses, do Conselho
Nacional de Justica. Essas ferramentas, ao processarem grandes volumes de informagdes
processuais, ampliam de maneira significativa a eficiéncia judicial, permitindo triagens mais
rapidas, identificacdo de padrdes de demandas e previsdo de comportamentos processuais.
Contudo, tais ganhos de desempenho ndo eliminam os riscos inerentes a logica algoritmica.
Pelo contrario, hé a possibilidade concreta de que essas solugdes reproduzam, e até reforcem,
discriminagdes pré-existentes, como ja advertiram Barocas e Selbst (2016), na medida em que
os dados utilizados para treinamento carregam, inevitavelmente, marcas das desigualdades e

vieses do passado.

Além disso, como ressalta Burrell (2016), esses sistemas podem operar como
verdadeiras “caixas-pretas”, nas quais a ldgica interna de funcionamento e os critérios efetivos
que sustentam cada decisdo ou recomendacdo ndo sdo facilmente acessiveis ou compreensiveis
nem mesmo para especialistas. Essa opacidade algoritmica ndo representa apenas um desafio

técnico a ser resolvido por engenheiros ou cientistas de dados; ela constitui um problema
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juridico de grande relevancia. Isso porque compromete diretamente principios estruturantes do
processo judicial, como o da publicidade ¢ o do contraditério, expressamente previstos na
Constitui¢ao Federal (art. 93, 1X), enfraquecendo, por consequéncia, a propria legitimidade

democratica do ato jurisdicional.

A partir da perspectiva da epistemologia da falibilidade, tais riscos evidenciam a
urgéncia de estabelecer um processo continuo de revisdo critica e de escrutinio publico das
ferramentas tecnologicas empregadas no Judicidrio. Isso significa compreender que os
resultados obtidos por esses sistemas ndo devem ser tratados como conclusdes definitivas, mas
como hipdteses sujeitas a contestacdo e aperfeicoamento. Conforme sustenta Uddin (2023),
essa postura requer uma lideranca ética efetiva, capaz ndo apenas de identificar e mitigar vieses,
mas também de assegurar que a governanca desses sistemas seja conduzida de forma

responsavel, transparente e alinhada a valores constitucionais.

Mais do que configurar uma diretriz abstrata ou uma recomendacdo meramente retdrica,
tal exigéncia aponta para a necessidade de institucionalizar praticas concretas de auditoria
continua, supervisao independente e responsabilizagdo clara de todos os agentes envolvidos. A
auséncia desses mecanismos cria o risco de que o Judiciario, ao invés de se tornar mais justo e
eficiente, converta-se em um reprodutor automatizado de injustigas pretéritas, cristalizando

desigualdades historicas sob o verniz da neutralidade tecnologica.

1.3. Dinamicas aplicadas da IA no Direito

Casos concretos, tanto no cenario internacional quanto no brasileiro, evidenciam de
maneira clara e preocupante os riscos advindos da auséncia de mecanismos adequados de
revisdo e controle sobre o uso de sistemas de inteligéncia artificial no processo decisorio
judicial. Nos Estados Unidos, o exemplo paradigmatico ¢ o do sistema COMPAS, amplamente
utilizado para avaliacdo do risco de reincidéncia criminal. Apesar de sua popularizagdo como
ferramenta de apoio as decisoes judiciais, ele foi alvo de sérias acusagdes de viés racial (Angwin
et al., 2016). Investigagdes posteriores aprofundaram essas suspeitas, revelando taxas de erro
significativamente mais elevadas contra pessoas negras e mulheres, conforme apontam os
estudos de Buolamwini e Gebru (2018) e Garvie (2024). Esses achados refor¢am a constatagio
de que, quando a logica de funcionamento de um algoritmo nao € transparente, os preconceitos
estruturais presentes nos dados de treinamento tendem a se perpetuar — e, em alguns casos, até

se agravar.
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O emblematico julgamento do caso State v. Loomis (2016) ilustra com nitidez essa
problematica. Nele, ficou demonstrado que mesmo decisdes judiciais chanceladas por tribunais
superiores podem estar ancoradas em ferramentas que operam sob logicas decisorias opacas,
dificultando o acesso das partes e de seus defensores a informagdes essenciais sobre como a
conclusdo foi alcancada. Essa realidade torna imprescindivel, e de forma inegociavel, a
preservacdo de filtros como o contraditorio e a revis@o judicial, que funcionam como garantias

estruturais contra decisdes arbitrarias ou injustas.

No Brasil, ha esfor¢os normativos para mitigar esses riscos. A Resolugdo n°® 332/2020
do Conselho Nacional de Justiga estabeleceu salvaguardas relevantes, como a exigéncia de
supervisao humana obrigatdria e a implementacdo de medidas voltadas a mitigacao de vieses.
Iniciativas concretas também vém sendo implementadas, a exemplo do sistema Bastido,
langado pelo Tribunal de Justica de Pernambuco em 2023, que tem como objetivo identificar e
coibir demandas predatorias, e do programa Justica 4.0, que incorpora inovagdes como o Balcao
Virtual e o Juizo 100% Digital. Essas experiéncias mostram que ¢ possivel alinhar inovagao
tecnologica a diretrizes de controle e responsabilizacdo, desde que haja compromisso

institucional com a governanga.

Entretanto, a efetividade de tais salvaguardas ndo se esgota em sua previsdo normativa
ou no langamento de ferramentas tecnoldgicas avancgadas. Elas somente se consolidam como
instrumentos reais de protecdo de direitos quando acompanhadas de monitoramento
independente, avaliagdes periddicas e mecanismos de contestagdo acessiveis e efetivos para
todas as partes processuais. Sem esses elementos, ha o risco de que as garantias permanecam

apenas no plano formal, sem impacto pratico na preveng¢ao de abusos.

Em sentido oposto a essa postura preventiva e de controle, o episddio envolvendo o
programa Smart Sampa, que previa a utilizacdo de reconhecimento facial em espagos publicos,
¢ elucidativo. Suspenso temporariamente por decis@o judicial em 2023, diante de indicios de
risco a privacidade e a presunc¢do de inocéncia (Agéncia Brasil, 2023), o caso demonstra que a
legitimidade de sistemas de inteligéncia artificial ndo se constréi unicamente com base em sua
eficiéncia técnica ou operacional. Pelo contrario, ela depende de forma decisiva da capacidade
desses sistemas de se submeterem a limites juridicos claros, auditaveis e passiveis de

contestacao.

Portanto, todos esses exemplos, nacionais e internacionais, reforcam ndo apenas a

necessidade de regulamentacdes especificas para o uso da inteligéncia artificial no Judiciario,
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mas também a importancia de consolidar uma verdadeira cultura institucional de revisao critica.
Trata-se de adotar uma postura em que o erro, inevitavel em qualquer sistema complexo, seja
compreendido como uma oportunidade legitima de aprimoramento institucional e tecnologico,
e ndo como uma falha a ser dissimulada ou ocultada. Essa mudanga cultural ¢ essencial para
que a governanca algoritmica, no ambito judicial, seja efetivamente compativel com os valores

democraticos e constitucionais que sustentam o Estado de Direito.

1.4. A falibilidade no uso ético da IA na justica

A aplicagdo pratica da epistemologia popperiana ao campo da governanga algoritmica
no Judiciario exige, como ponto de partida, a compreensdo de que os resultados produzidos por
sistemas de inteligéncia artificial ndo podem, em hipotese alguma, ser tratados como verdades
juridicas absolutas. Em consonancia com a légica falibilista, tais resultados devem ser
concebidos como hipoteses, sempre provisorias, sujeitas a erro e, portanto, passiveis de
contestagdo e de refutacdo quando confrontados com novas evidéncias ou argumentos. Essa
concepedo afasta qualquer ideia de infalibilidade tecnoldgica e reforca que, mesmo quando um
algoritmo apresenta um grau elevado de acuracia estatistica, suas conclusdes nao substituem a
analise critica humana, devendo permanecer subordinadas ao crivo da interpretacdo e da

deliberagao juridica.

Para que essa postura se traduza em pratica institucional, ¢ indispensavel a incorporacao
de principios solidos e operacionais, entre 0s quais se destacam a contestabilidade, a
auditabilidade ¢ a supervisdo continua. A contestabilidade implica garantir que as partes
processuais e demais interessados possam questionar e revisar as decisdes ou recomendagoes
geradas por sistemas algoritmicos, com acesso a informagdes suficientes para compreender seus
fundamentos. A auditabilidade demanda a existéncia de mecanismos técnicos e procedimentais
que permitam examinar, de forma independente, o funcionamento interno do sistema,
identificando eventuais falhas, vieses ou inconsisténcias. Ja a supervisao continua assegura que
tais ferramentas permanegam sob acompanhamento sistematico, evitando que se tornem opacas

ou desatualizadas ao longo do tempo.

Nesse sentido, Cantoario (2022) adverte de forma contundente que modelos opacos,
aqueles cujo funcionamento ndo ¢ transparente ou compreensivel, violam diretamente o dever
constitucional de fundamentacdo das decisdes judiciais, uma exigéncia que constitui pilar do

devido processo legal e da propria legitimidade jurisdicional. A auséncia de clareza nos critérios
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que orientam a producao de um resultado algoritmico compromete a possibilidade de escrutinio

e fragiliza o direito das partes de compreenderem e contestarem a decisdo que lhes afeta.

Barroso e Mello (2024) complementam esse entendimento ao enfatizar que a tecnologia,
longe de ser neutra, carrega consigo valores, escolhas ¢ interesses que se manifestam em sua
concepedo, implementacdo e uso. Por essa razdo, ndo basta adotar ferramentas tecnolégicas no
Judiciario; € necessario acompanha-las de mecanismos robustos de responsabilizagdo e controle
democratico, garantindo que seu uso esteja alinhado a principios constitucionais e direitos

fundamentais.

Nesse contexto, a Resolucdo CNJ n°® 615/2025 representa um avanco normativo
significativo. Ao impor requisitos como a classificagdo de risco dos sistemas utilizados, a
exigéncia de explicabilidade, de modo que suas decisdes e raciocinios possam ser
compreendidos, a realizacdo de auditorias periddicas e a determinagdo de descontinuidade
imediata de qualquer solucdo incompativel com a revisdo humana significativa, o ato normativo
ndo apenas reconhece os riscos inerentes a tecnologia, mas também institui salvaguardas para

mitiga-los.

Por fim, a criagdo do Comité Nacional de Inteligéncia Artificial do Poder Judiciario,
prevista na mesma resolucdo, estabelece uma instancia permanente de supervisdo e orientacao.
Esse orgdo desempenha papel estratégico na consolidagdo de uma cultura institucional de
governanga algoritmica responsavel, funcionando como ponto de articulagdo entre os aspectos
técnicos, juridicos e éticos do uso da IA no Judicidrio, e garantindo que seu desenvolvimento e
aplicacdo ocorram de forma segura, transparente e em conformidade com os valores

democraticos.

1.5. A legislacdo brasileira e a IA

O Projeto de Lei n® 2.338/2023, ja aprovado no Senado Federal e atualmente em analise
pela Camara dos Deputados, representa a primeira proposta de carater abrangente voltada
especificamente para regular, de forma sistémica, o desenvolvimento e o uso da inteligéncia
artificial no Brasil. Sua relevancia ndo se restringe a dimensdo tecnoldgica, mas alcanga
diretamente aspectos juridicos, €ticos e sociais, ao buscar estabelecer um arcabouco normativo
que oriente a incorporacdo dessas ferramentas em diversos setores, inclusive no ambito do

Poder Judiciario.
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Entre as diretrizes centrais, o texto legal estabelece principios como a supervisdo
humana efetiva, a ndo discriminagdo, a transparéncia, a auditabilidade, a protecdo de direitos
fundamentais e a responsabilizacdo proporcional de todos os agentes envolvidos no
desenvolvimento, implementacdo e utilizagdo de tecnologias baseadas em IA. Esses principios
funcionam como pilares normativos, voltados a garantir que a tecnologia ndo apenas atenda a
objetivos de eficiéncia e inovagdo, mas também respeite valores constitucionais e a dignidade

da pessoa humana.

O projeto dialoga de maneira direta com outras normas ja vigentes no ordenamento
juridico brasileiro, como a Lei Geral de Protecao de Dados (Lei n° 13.709/2018), que assegura
a tutela de informagdes pessoais sensiveis, € com a Resolugdo CNJ n°® 615/2025, que reforga
requisitos de explicabilidade, classificacdo de riscos e avaliagcdo continua de sistemas utilizados
no Judiciario. Essa articulacdo normativa demonstra um esforgo institucional de integragao,
capaz de criar um ambiente regulatorio coeso, no qual a protecdo de direitos e a governanga

tecnologica caminhem de forma alinhada.

Sob a otica da epistemologia falibilista de Karl Popper, o PL n® 2.338/2023 assume
especial importancia por reconhecer explicitamente que os resultados produzidos por sistemas
de inteligéncia artificial ndo sdo conclusivos nem infaliveis. Ao prever mecanismos formais de
auditoria, canais para questionamento de decisOes automatizadas e garantias de supervisdo
humana qualificada, o projeto institucionaliza a possibilidade de revisdo e contestacdo, o que é
coerente com a visdo popperiana de que todo conhecimento, inclusive aquele produzido por
sistemas computacionais, deve estar sempre aberto a critica racional e ao aprimoramento

continuo.

De acordo com o texto original do PL n® 2.338.23, temos os principios norteadores no

artigo 3%

Art. 3° O desenvolvimento, a implementagdo e o uso de sistemas de 1A
observardo a boa-fé e os seguintes principios:

I — crescimento inclusivo, desenvolvimento sustentidvel e bem-estar, incluindo
a protecdo do trabalho e do trabalhador;

II — autodeterminagéo e liberdade de decisao e de escolha;

IIT — supervisdo e determinac¢do humana efetiva e adequada no ciclo de vida da
IA, considerando o grau de risco envolvido;

IV — ndo discriminago ilicita ou abusiva;

V — justi¢a, equidade e inclusio;

VI — transparéncia e explicabilidade, observado o segredo comercial e
industrial, considerada a participagdo de cada agente na cadeia de valor de IA;
VII — diligéncia devida e auditabilidade ao longo de todo o ciclo de vida do
sistema de IA, de acordo com o risco envolvido e o estado da arte do
desenvolvimento tecnoldgico;
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VIII - confiabilidade e robustez do sistema de 1A;

IX — protecdo dos direitos e garantias fundamentais, incluindo o devido
processo legal, a contestabilidade e o contraditério;

X — prestagdo de contas, responsabilizagdo e reparacdo integral de danos;

XI — prevengdo, precaucdo e mitigacdo de riscos e danos;

XII — n8o maleficéncia e proporcionalidade entre os métodos empregados e as
finalidades determinadas e legitimas do sistema de I[A;

XIII — desenvolvimento e uso ético e responsavel da IA;

XIV — governanga transparente, participativa e orientada a protegdo de direitos
fundamentais individuais, sociais, coletivos € econdmicos;

XV — promogao da interoperabilidade de sistemas de IA para permitir acesso
mais amplo e inovagao colaborativa;

XVI — possibilidade e condi¢do de utilizagdo de sistemas e tecnologias com
segurangca e autonomia por pessoas com deficiéncia, garantida a plena
acessibilidade a informagao e a comunicagio;

XVII — protegdo integral das criangas e dos adolescentes. [g.n.]

Outro ponto de destaque ¢ a previsdo de responsabiliza¢do proporcional, que busca
definir de maneira clara quem responde por eventuais erros, danos ou violagdes decorrentes do
uso da IA. Essa medida evita lacunas juridicas e assegura que a cadeia de responsabilidades
seja identificada de forma objetiva, promovendo maior seguranca juridica e fortalecendo a

confianga publica no uso dessas tecnologias.

Por fim, ao criar condi¢des para que eventuais falhas ndo sejam ocultadas, mas sim
tratadas como oportunidades de melhoria, o projeto contribui para a construcao de uma cultura
institucional de inovagdo responsavel. Tal cultura parte do reconhecimento da falibilidade
intrinseca da tecnologia e da necessidade de preservar o controle humano e a transparéncia

como fundamentos indispensaveis do processo decisorio no Estado Democratico de Direito.

1.6. Reflexdes aspiracionais sobre a adaptacio institucional

A incorporagdo de sistemas de inteligéncia artificial no Judiciario ndo é apenas um
desafio técnico ou normativo, mas também organizacional. Para que essa integracao seja bem-
sucedida, ¢ necessario que magistrados, servidores e demais operadores do Direito
desenvolvam competéncias especificas para lidar com as novas ferramentas. Isso envolve desde
o conhecimento basico sobre o funcionamento e as limitagdes da TA até a capacidade de

interpretar de forma critica os resultados apresentados por esses sistemas.

A adaptacdo institucional também requer investimento em infraestrutura tecnoldgica e
seguranca da informagdo, garantindo que os dados processados estejam protegidos contra

acessos indevidos e usos nao autorizados. Além disso, é fundamental criar rotinas de atualizacdo
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e revisdo dos sistemas, de modo que eles acompanhem mudangas legislativas, decisoes

jurisprudenciais e novas demandas sociais.

Por fim, ¢ preciso fomentar uma cultura interna que valorize a transparéncia e a
prestacdo de contas, reconhecendo que a tecnologia ¢ um meio de aprimorar a prestacao
jurisdicional, e ndo um fim em si mesma. Essa mudanca de mentalidade fortalece a confianca
publica no Judicidrio e contribui para que a inovagao tecnologica seja implementada de maneira

ética, segura e alinhada aos principios constitucionais.

Consideracoes finais

A incorpora¢do da inteligéncia artificial ao Judiciario € um processo inevitavel, fruto
tanto do avango tecnoldgico global quanto da crescente demanda por celeridade e
racionalizagdo das atividades judiciais. Se conduzida com parametros claros e alinhada a
principios constitucionais, essa transformagao pode gerar ganhos significativos de eficiéncia,
qualidade na gestao processual e acesso a justica. No entanto, a legitimidade democratica desse
movimento ndo se constroi apenas na promessa de maior produtividade ou na adogdo de
ferramentas sofisticadas. Ela depende, de forma decisiva, da consciéncia de que tais sistemas
carregam uma falibilidade intrinseca e que cada resultado produzido deve ser submetido a

revisdo humana qualificada e critica.

A Resolugdo CNJ n° 615/2025 representa um avango expressivo nesse sentido, ao
estabelecer mecanismos de supervisdo continua, classificagdo de riscos e exigéncia de
transparéncia. Essas medidas, ao lado de principios como a explicabilidade e a
responsabilizagdo proporcional, ajudam a consolidar um ambiente institucional em que a
tecnologia atua como instrumento de apoio, € ndo como substituto da interpretacdo e da

deliberacdo humanas.

O desafio, portanto, ndo reside apenas em acelerar fluxos e otimizar recursos, mas em
assegurar que o uso da IA no Judiciario se mantenha compativel com os valores do Estado
Democratico de Direito, preservando a justiga como atividade humana, interpretativa e aberta
a critica. Mais do que um recurso técnico, a inteligéncia artificial deve ser integrada a uma
governanga algoritmica que trate o erro como oportunidade de aprimoramento e que se

mantenha permeével ao escrutinio publico, fortalecendo a confianga social nas instituigdes.
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