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XXXII CONGRESSO NACIONAL DO CONPEDI SAO PAULO - SP
DIREITOSE GARANTIASFUNDAMENTAISIII

Apresentacdo

O conjunto de pesquisas que sdo apresentadas neste livro faz parte do Grupo de Trabalho de
“DIREITOS E GARANTIAS FUNDAMENTAIS 111", ocorrido no ambito do XXXII

Congresso Nacional, realizado entre os dias 26, 27 e 28 de novembro de 2025 na
Universidade Presbiteriana Mackenzie na Cidade de S&o Paulo, promovido pelo Conselho
Nacional de Pesguisa e Pos-Graduacdo em Direito — CONPEDI e que teve como tematica
central “ Os caminhos da internacionalizac&o e o futuro do Direito”.

Os trabalhos expostos e debatidos abordaram de forma geral distintas tematicas atinentes
DIREITOS E GARANTIAS FUNDAMENTAIS, especialmente relacionadas aos principais
desafios que permeiam os problemas emergentes, bem como propondo solugdes advindas de
pesquisas em nivel de pds-graduacéo, especiamente, Mestrado e Doutorado.

A defesa dos direitos e garantias fundamentais perante a sociedades é cada vez mais
complexas e com enormes desafios, sobrelevam a importancia das reflexdes feitas, em todas
as dimensdes e direcdes, a permitir um melhor entendimento do mundo contemporaneo.

A partir da realidade contemporanea campeiam as reflexdes extraidas da necessidade de um
conhecimento aberto a necessidade de protecdo dos direitos fundamentais, especialmente no
gue concerne a uma protegdo juridica articulada nos aspectos consectarios das compl exidades
oriundas das colisdes de direitos que podem vir aimplicar em abusos, plasmando um ponto
de mutacdo de uma | égica racional-cartesiana para uma realidade essencialmente relativista e
aberta, ou sgja, os direitos fundamentais deixam de ser apenas direitos de defesa do individuo
contra a intromissdo estatal em sua esfera privada, exsurgindo dai a necessidade de reflex&o
em torno dos limites e possibilidades de sua efetividade.

Por mais que o CONPEDI se firme como um dos mais importantes eventos da pos-graduacéo
brasileira em Direito, as problemaéticas trabalhadas neste Grupo de Trabalho possuem uma
amplitude trans e interdisciplinar, afazer com que o Direito dialogue com importantes outras
areas do conhecimento humano.

Considerando todas as relevantes tematicas tratadas no presente livro, ndo pode ser outro
sendo o sentimento de satisfacdo que nds coordenadores temos ao apresentar a presente obra.
E necessario, igualmente, agradecer aos pesquisadores que estiveram envolvidos tanto na



confeccdo dos artigos quanto nos excelentes debates proporcionados neste Grupo de
Trabalho. Por fim, fica o reconhecimento ao CONPEDI pela organizacéo e reaizacdo de
mais um relevante evento.

A expectativa € de que esta obra possa contribuir com a compreensdo dos problemas do
cenario contemporaneo, com o a esperanca de que as leituras dessas pesquisas gjudem na
reflexdo do atual caminhar do DIREITOS E GARANTIAS FUNDAMENTAIS.

Foi uma tarde de exitosas discussdes e de engrandecimento da pesquisa na érea dos Direitos
Fundamentais e que, agora, pretendemos compartilhar com a comunidade académica.

As pesquisas ora apresentadas funcionam como canais indispensaveis nos debates e
propostas das pendéncias existentes nos campos indicados e na busca de solucdes efetivas
para as problematicas indicadas. Reiteramos a esperanca que a obra ora apresentada sirva
como parametro académico para a compreensao dos problemas da complexa realidade

mundial sob a éptica dos Direitos Fundamentais.

Desejamos leituras proveitosas na construcdo de uma nova perspectiva para os desafios
impostos aos Direitos Fundamentais no contexto contemporaneo.

Sa0 Paulo, novembro de 2025.

Prof. Dr. Eudes Vitor Bezerra (PPGDIR — UFMA)

Prof. Dr. Vivianne Rigoldi (PPGD - Centro Universitério Euripides de Marilia)

Prof. Dr. William Paiva Marques Junior (Universidade Federal do Ceard UFC)



MODERACAO ALGORITMICA E LIBERDADE DE EXPRESSAO: OS RISCOSDE
SILENCIAMENTO DASVOZESFEMININASNA ERA DA INTELIGENCIA
ARTIFICIAL

ALGORITHMIC MODERATION AND FREEDOM OF EXPRESSION: THE RISKS
OF SILENCING WOMEN’SVOICESIN THE AGE OF ARTICIAL INTELLIGENCE

Lucas Gongalvesda Silva 1
Isadora lnés Alves Correia 2

Resumo

O presente artigo analisa como o processo de moderagdo algoritmica esta entrelacado a

liberdade de expresséo, que € um direito fundamental elencado na Constitui¢cdo da Republica
Federativa do Brasil, destacando quais os cuidados devem ser tomados para que este direito

sgja respeitado, em face de um problema existente na estrutura social, que é o silenciamento

das vozes femininas, como maneira de invalidar alguns assuntos importantes. Neste viés, o

trabalho parte do pressuposto que existem riscos causados pela moderagéo algoritmica, jaque
esta molda e direciona comportamentos nos ambientes virtuais, onde muitas das vezes utiliza-
se de critérios enviesados, que trazem consigo estruturas que acabam atingindo determinados
grupos. Desta forma, € necessario que as plataformas invistam em uma revisdo humana

imparcial do conteido, especialmente quando se trata de temas sensiveis, como € o caso do
direito das mulheres. Diante disso, 0 objetivo especifico deste trabalho é demonstrar como é
realizada a moderacdo algoritmica nas plataformas digitais, com foco na inteligéncia

artificial, destacando os riscos que podem atingir os direitos fundamentais. A metodologia
utilizada neste artigo foi a qualitativa, baseada em revisdo bibliogréfica, andise de

legislagbes e estudos comparados, com abordagem critica sobre as lacunas legislativas

existentes. Através desta investigacdo, pretende-se demonstrar que os problemas sociais

também existem no mundo digital, e que precisam de um olhar estruturante. O estudo reforca
a importancia do combate da perpetuacdo de narrativas preconceituosas; sendo necessario
gue se desenvolva meios para garantir os direitos fundamentais, inclusive, no meio digital.

Palavras-chave: Moderacéo algoritmica, Inteligéncia artificial, Direitos fundamentais,
Liberdade de expressdo, Silenciamento das vozes femininas

Abstract/Resumen/Résumé
This article analyzes how the algorithmic moderation process is intertwined with freedom of
expression, a fundamental right enshrined in the Constitution of the Federative Republic of

1 Ps-doutor em Direito pela Universita Degli Studi G. d'/Annunzio (Italia) e pela Universidade Federa da
Bahia. Doutor e Mestre em Direito do Estado pela Pontificia Universidade Catélica de So Paulo.

2 Bacharela em Direito pela Universidade Tiradentes, Pés-Graduada em Direito PUblico pela Legale, Mestranda
em Direito na Universidade Federal de Sergipe, Bolsista Capes.
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Brazil. It highlights the precautions that must be taken to ensure this right is respected, given
a problem inherent in socia structure: the silencing of women's voices as away to invalidate
certain important issues. From this perspective, the work assumes that algorithmic
moderation poses risks, as it shapes and directs behavior in virtual environments, where
biased criteria are often used, resulting in structures that ultimately affect certain groups.
Therefore, platforms must invest in impartial human review of content, especially when it
concerns sensitive topics such as women's rights. Therefore, the specific objective of this
work isto demonstrate how algorithmic moderation is carried out on digital platforms, with a
focus on artificial intelligence, highlighting the risks that can affect fundamental rights. The
methodology used in this article was qualitative, based on a literature review, legislative
analysis, and comparative studies, with a critical approach to existing legislative gaps.
Through this research, we aim to demonstrate that social problems also exist in the digital
world and require a structured approach. The study reinforces the importance of combating
the perpetuation of prejudiced narratives; it is necessary to develop means to guarantee
fundamental rights, including in the digital environment.

K eywor ds/Palabr as-claves/M ots-clés. Algorithmic moderation, Artificial intelligence,
Fundamental rights, Freedom of expression, Silencing of women's voices
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1 INTRODUCAO

O artigo explora sobre a relagdo entre a moderagdo algoritmica ¢ a liberdade de
expressdo, que ¢ um direito fundamental previsto na Constituicdo Federal, trazendo os riscos
que podem existir no gerenciamento de conteido na plataforma digital, demonstrando que ha
um viés algoritmico, onde os algoritmos sdo treinados em dados com vieses, desenvolvendo

decisOes e ideias muita das vezes discriminatorias.

Através da metodologia qualitativa embasada na pesquisa bibliografica, o objetivo
principal do estudo ¢ analisar os impactos da moderagdo algoritmica de conteudo nas
plataformas digitais, sobre a liberdade de expressdo, destacando os riscos de silenciamento das

vozes femininas e suas implicagdes para a protecao dos direitos fundamentais.

Assim, como objetivos especificos, pretende-se (i) Examinar o conceito de liberdade
de expressao como direito fundamental previsto na Constituigao Federal e sua relagdo com a
igualdade de género, (ii) Investigar como funciona a moderacdo algoritmica de conteudo,
especialmente com o uso da inteligéncia artificial, e seus critérios, (iii) Identificar os riscos de
viés algoritmico e de silenciamento das mulheres, (iv) Analisar as lacunas existentes na
legislagdo brasileira; o Marco Civil da Internet (MCI), Lei Geral de Producao de Dados (LGPD)
e projetos em tramitacao, (v) Comparar experiéncias internacionais de regulacao e governanga
digital que possam contribuir para solugdes no contexto brasileiro, (vi) Propor medidas de
governanca digital e politicas publicas capazes de assegurar uma moderagao de conteudo mais

transparente, imparcial e sensivel a questao de género.

A partir de uma perspectiva critica, pretende-se compreender de que maneira ¢
realizada a moderagdo algoritmica, quais sdo as diretrizes utilizadas para as decisdes e
validagdes realizadas, e de que maneira tais pressupostos se apresentam como riscos em agoes

que acabam afetando os direitos fundamentais das mulheres.

Dessa forma, o artigo busca oferecer medidas para que esta moderacdo algoritmica ndo
seja enviesada com padrdes patriarcais e preconceituosos, perpetuando esteredtipos sociais que
atingem as mulheres em grande escala, destacando quais medidas podem ser tomadas para que
haja uma maior imparcialidade nas plataformas digitais, com destaque para a inteligéncia

artificial.

Com o passar do tempo, a sociedade fora inserida em um mundo cada vez mais

tecnologico, com o desenvolvimento das novas tecnologias, e abrangéncia no uso da
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Inteligéncia Artificial; o que gerou novos cendrios e o aprofundamento de questdes sociais, se
tornando emergente focar nas nuances e nos problemas neste novo cendrio, o que alerta para a

necessidade de mudanga de paradigmas e atualizagdes nas leis.

O que resultou na formulacdo da seguinte questdo: Como garantir que a moderagao
algoritmica seja neutra de esteredtipos para que haja a efetivagdo do direito de liberdade de

expressao das mulheres?

Responder a esta pergunta, requer uma andlise pragmatica do funcionamento da
moderacdo algoritmica e quais os pressupostos utilizados em sua criagdo e desenvolvimento,
fazendo uma investigagdo de como o direito de liberdade de expressdao das mulheres estd sendo

atingido através do uso da inteligéncia artificial desenvolvida por vieses discriminatorios.

2 DIREITOS FUNDAMENTAIS E LIBERDADE DE EXPRESSAO NO
ORDENAMENTO JURIDICO BRASILEIRO

A Constituicao Federal ¢ o ponto central quando se fala em um caminho para oferecer
respostas nessa nova era digital, capazes de sustentar o Estado Democratico de Direito. Assim,
em relagdo ao problema da moderagao algoritmica e a perpetuacao de discriminagdes, se torna
importante propor mecanismos regulatorios que estejam dentro dos limites constitucionais, €
que garantam ao mesmo tempo que os direitos fundamentais, como a liberdade de expressao,
sejam garantidos. Existem limites constitucionais quando falamos da aplicabilidade dos
direitos fundamentais, como exemplo, a liberdade de expressao encontra limites na dignidade

da pessoa humana.

O que ¢ aceitavel e o que € repreensivel enquanto expressdo também tém estreita
relacdo com a jurisprudéncia do pais em andlise. E inegével o papel dos tribunais, sobretudo
dos tribunais constitucionais, na defini¢cdo dos contornos dos direitos fundamentais, bem como

em sua ponderacao, em um Estado Democratico de Direito (Barroso, 2024, p. 206).

Nesse sentido, ¢ imprescindivel que o Direito Constitucional seja entrelagado com as
novas tecnologias, observando os limites constitucionais, no sentido de nao prejudicar direitos,
mas a0 mesmo tempo, respeitar e assegurar as manifestacdes individuais, de maneira eficaz,

fortalecendo as caracteristicas de uma sociedade plena e democratica.
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Os direitos fundamentais e as liberdades comunicativas sdo ameagados pela atuacao
das companhias digitais e mecanismos de inteligéncia artificial, que acabam limitando a atuagdo

de alguns grupos nos meios tecnologicos, como ¢ o caso das mulheres.

Como aduz Silva (2020, p.320), o ser humano personifica suas proprias a¢des no

mundo virtual:

Na vida on-line, o excesso de possivel de vivéncias subjetivas esta
potencializado ao maximo. E possivel realizar qualquer esfera do desejo,
qualquer principio volitivo humano, independentemente de seus fins, quer seja
para o bem ou para o mal. A a¢do humana é compreendida no ambito de uma
reflexdo sobre um poder-fazer que ndo conhece limites, circunscrita por uma
infinitude de exigéncias, o que nos coloca diante de uma vida marcada pela

finitude de uma existéncia e a infinitude de uma exigéncia.

Dessa forma, ¢ importante repensar sobre a eficacia dos direitos fundamentais neste
panorama, afirmando a incidéncia destes nos meios digitais, proporcionando que a liberdade de
expressao seja garantida, mas que ao mesmo tempo seja amparada com limites constitucionais.
O ambiente digital acaba estruturando uma nova dimensdo destes direitos, ja que muito dos

seus cenarios sao mediados por algoritmos, o que requer mudangas.

3 OS PRESSUPOSTOS DA MODERACAO ALGORITMICA E A INTELIGENCIA
ARTIFICIAL

A inteligéncia artificial (IA) tornou-se um dos temas mais vivenciados atualmente na
sociedade, especialmente na ampla disponibilizacdo e facilidade de acesso das suas

ferramentas, que € estruturada pela moderagao algoritmica.

E importante ressaltar que a IA serve como uma verdadeira extensao de panoramas e
sistemas discriminatdrios, que operam e se interconectam; vida real com a vida virtual. A
moderagdo tem a ver com a selecdo das informagdes que serdo propagadas, onde a intervengao

e a escola sobre o contetido ali perpetuado cabe as plataformas digitais.

Nesse sentido, uma das formas que a IA perpetua a violéncia € na repetigdo e refor¢o
de esteredtipos, o que acontece com as mulheres, que sdo vinculadas as caracteristicas
negativas, com a sobreposicdo do patriarcado, utilizando-se de vieses discriminatorios e

sexistas.
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Neste cenario, Tarleton Gillespie et al. fornecem um conceito técnico para o tipo de

moderagdo nas plataformas digitais:

Moderagao de conteido — a deteccdo, avaliacdo e intervengdes realizadas
sobre contetido ou comportamento considerados inaceitaveis por plataformas
ou outros intermediarios de informagao, incluindo as regras que impoem, o
trabalho humano e as tecnologias necessarias, bem como 0s mecanismos
institucionais de adjudicacdo, execugdo e recurso que a sustentam (Gillespie

et al., 2020, traducdo nossa).

Assim, ideias e discursos discriminatorios € misoginos sdo desenvolvidos nas
plataformas digitais, sendo regras recriadas do mundo real, onde no mundo digital, traz consigo

seus pressupostos e caracteristicas enraizadas.

A moderacdo, ainda segundo Gislepie, ¢ a caracteristica que define as plataformas
digitais:

’

Modera¢dao ndo ¢ um aspecto auxiliar do que as plataformas fazem. E
essencial, constitucional, definidor. As plataformas ndo s6 ndo podem
sobreviver sem moderacdo, como ndo sdo plataformas sem ela. A moderagdo
esta 1a desde o inicio e sempre; no entanto, deve ser amplamente rejeitada,
escondida, em parte para manter a ilusdo de uma plataforma aberta e em parte
para evitar a responsabilidade legal e cultural. As plataformas enfrentam o que
pode ser uma contradi¢ao irreconciliavel: elas sdo representadas como meros
condutores [de contetdo] e tém como premissa fazer escolhas sobre o que os

usuarios veem e dizem (Gillespie, 2018, p. 21, traducdo nossa).

Moderagao de conteido — a deteccao, avaliacdo ¢ intervencOes realizadas sobre
contetdo ou comportamento considerados inaceitaveis por plataformas ou outros
intermediarios de informag¢do, incluindo as regras que impdem, o trabalho humano e as
tecnologias necessarias, bem como os mecanismos institucionais de adjudicacdo, execucdo e

recurso que a sustentam (Gillespie et al., 2020, tradugdo nossa).

Faz-se necessario entender como funciona a moderagdo algoritmica, € os mecanismos
de desenvolvimento destes nos espagos virtuais, € de que maneira os algoritmos regulam o que
pode ou ndo ser dito, se propagando de maneira muito rdpida nos ambientes virtuais. Dessa
forma, para compreender os novos cendrios da era digital, se torna essencial conhecer suas

principais técnicas, bem como seu desenvolvimento.
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A moderagdo algoritmica passa por diversos ditames, tendo em vista que as regras e
leis brasileiras eventualmente sdo criadas pelo Poder Legislativo, e sua aplicabilidade e
interpretacdo, pelo Poder Judiciario. Assim, existem lacunas legislativas que ndo sdo
preenchidas pela omissdao do Poder Legislativo, que ndo coloca urgéncia nas pautas que versam
sobre o ambiente digital, o que perpetua, muita das vezes, em uma ineficiéncia na fiscalizacao

e nos julgamentos.

Mais do que avaliar o que sera ou ndo transmitido e mantido nas plataformas digitais,
a moderacao de contetido pode ser compreendida como uma das espécies de selecao
algoritmica, no sentido de orientar-se por um procedimento automatizado que atribui relevancia

a certos fragmentos de informagdes (Just; Latzer, 2016).

Embora a moderagdo de contetido ndo seja uma atividade recente, as suas diversas
formas de operacionaliza¢do na modalidade digital tém se revelado cada vez mais inovadoras,
considerando suas significativas implicagdes sociais, econdmicas, concorrenciais, além de seus
beneficios e riscos que demandam um tratamento juridico adequado e desafiam as discussdes

regulatdrias sobre o tema da moderacao de conteudo (Just; Lazer, 2016).

Nesta linha, Evelyn Douek, professora da Faculdade de Direito de Stanford, explica
que a moderacao nao € mais apenas um agregado de decisdes binarias (remover ou ndo remover
um contetdo), mas sim “um vasto sistema de administragdo que inclui um conjunto mais amplo
de decisdes e tomadores de decisdes do que uma imagem padrdo admite” (Douek, 2022, p.

531).

O mesmo pode ser verificado no caso da moderacao de contetudo digital, que apoia-se
cada vez mais em operagdes algoritmicas, inteligéncia artificial, aprendizagem de maquina e

sistemas de redes neurais (Sheng, 2022).

Em linhas gerais, a atividade moderadora pode ser executada de duas formas: a)
matching (correspondéncia), em que o sistema realiza uma comparagao entre a nova informagao
obtida e a sua base de dados ja existente e b) prediction (predi¢do) na qual o aprendizado
anterior da maquina ¢ responsavel pela identificacdo e andlise dos elementos da nova

informacao (Sheng, 2022).

A técnica do matching baseia-se no método conhecido como hashing, apto a
transformar contetidos como imagens e videos em uma cadeia Unica de dados (hash) que

recebem um rotulo, uma espécie de “identidade digital”. Com isso, o sistema automatizado
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consegue realizar rapidas comparagdes entre o valor atribuido ao hash e o valor atribuido a base
de dados, por sua vez, composta por outros hashes de itens indesejados, como pornografia e

violacdo aos direitos autorais (Sheng, 2022).

No caso do hashing ¢ imprescindivel ainda apresentar suas duas espécies, pois cada
uma delas pode entregar resultados com eficacias diferentes, a depender do objetivo que se
pretende alcangar. O hashing criptografico utiliza um hash de alta sensibilidade a alteracdes, o
que lhe permite autenticar uma informacao de forma satisfatoria. Por outro lado, ele ndo opera
bem na moderagdao de conteudo, sendo facilmente driblado, j& que ndo consegue identificar
pequenas alteracdes feitas em um contetido, como a inser¢ao de marcas d’agua, por exemplo

(Sheng, 2022).

J& o hashing perceptivo atua em busca de encontrar similaridades entre a nova
informagao inserida no sistema automatizado e a base de dados existente. Portanto, ele foca em
caracteristicas especificas do conteudo recebido para determinar o limiar de diferenca permitido

entre dois hashes (Sheng, 2022).

A titulo de exemplo, diante de uma mesma foto, colocada em duas imagens diferentes,
com niveis diversos de saturacao da cor, o hashing criptografico tratara as duas imagens como
completamente diferentes, enquanto o hashing perceptivo compreendera melhor a relagao entre

as imagens e lhes atribuira o mesmo rétulo (Sheng, 2022).

Deste modo, o hashing perceptivo ¢ o método mais adequado para a atividade de
moderacao, pois consegue permanecer imune as eventuais alteragdes de um contetido, captando
com maior acuracia as relagdes entre imagens e informagdes. Outra vantagem do hashing
perceptivo € a sua maior transparéncia em relagdo a outras ferramentas moderadoras de
inteligéncia artificial, o que contribui para uma maior auditabilidade dos contetdos

armazenados em qualquer base de dados de hash (Farid, 2021).

Dessa forma, ¢ importante ressaltar que a moderacao de conteido desenvolvida pela
inteligéncia artificial perpetua as formas de discriminag¢do, esta ndo possui uma forca
neutralizada, mas sim um programa estruturado por algoritmos e linhas de codigo, estes

formados por humanos, reproduzindo assim, os vieses de seu idealizador.

Além disso, a A em presta envergadura a novas dindmicas, como a “Internet das
Coisas” (Internet of Thing — IOT) e Smart Cities. Porém, sua utilizacdo mais difundida se

encontra no desenvolvimento de sistemas de analise e tomada de decisio baseados em
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algoritmos, fornecendo subsidios para novas formas de monitoramento e pesquisa sobre as

condigdes de vida e o controle do comportamento (Hoffman-Riem, 2021).

A racionalidade dos sistemas de TA também estdo interligadas aos algoritmos de

aprendizagem e como sdo direcionados, (Acioly, 2022, p. 172):

[...] desponta em celeuma ético-juridica ainda mais profunda, notadamente
quando se parte da nogdo de que é da propria esséncia dos algoritmos a
utilizacdo de correlagdes pautadas na estatistica, bem como da nogdo de que
tais mecanismos artificiais manifestam independéncia no préprio processo de

aprendizagem — a deep learning.

A inteligéncia artificial se desenvolve no tempo, trazendo também novas
complexidades, como as linhas de codigo utilizadas pela inteligéncia artificial, que decide quem
¢ silenciado no mundo digital, e como esta acdao ocorre. Sendo assim, ¢ evidente os problemas
éticos e estruturais nas bases da inteligéncia artificial, atingindo os direitos fundamentais

constitucionais, tendo em vista que ocorre uma verdadeira seletividade virtual.

Nesse sentido, existe um entrelagamento entre a liberdade de expressao e a moderagao
algoritmica, sendo necessario que a inteligéncia artificial utilize da transparéncia nas decisoes

tomadas por meio da moderagao.
4 RISCOS DA MODERACAO ALGORITIMICA PARA O DIREITO DAS MULHERES

Atualmente, a violéncia contra as mulheres vem se configurando como um fendmeno
global, envolvendo varias nuances, € com isso, novos cenarios tecnologicos, o que reforga a
permanéncia da desigualdade social que acompanha as mulheres historicamente, dentro de uma
estrutura de desigualdade e discriminagdo. O desenvolvimento das tecnologias digitais, em
especial a inteligéncia artificial, vem trazendo novos tipos de violéncia, como a violéncia

digital, assim, impondo novos desafios para combaté-la.

Nesse sentido, tal violéncia deve ser compreendida de uma forma mais ampla,
prestando atencdo nas lacunas legislativas existentes, frente aos impactos da IA na atualidade,

que se reverbera de diferentes maneiras.

Em uma sociedade da informagdo, a subjetivagao algoritmica engendra-se por balizas
reais de classificagdo e de validagdo de acessos, preconizadas na aplicagdo de tecnologia de

Inteligéncia Artificial (Ferreira, 2021).
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E inevitavel perceber que a sociedade estd cada vez mais interconectada, onde através
das plataformas digitais sdo disseminados conteudos que perpetuam discriminagdes,

impactando diretamente na concretizagcdo dos direitos de forma plena.

Ao longo dos anos, as mulheres vém vivenciando exclusdes e cerceamento de seus
direitos. Vive-se, hoje, uma Era de contingéncia das minorias, em que os grupos historicamente
silenciados e subjugados a uma condi¢do marginal pleiteiam o acesso e o usufruto de direitos

sociais, politicos e econdmicos (Carmo, 2016).

O desenvolvimento dos meios digitais necessita cada vez mais de um equilibrio dos
interesses sociais € econdmicos, onde a moderacao de contetdo digital, se torna uma tarefa
desafiadora, sendo necessario que sempre hajam adaptagdes em razao do surgimento de novos

cenarios.

Nesse interim, € perceptivel a continuidade das estruturas e das relagdes sociais que se
propagam ao longo dos anos; uma sociedade consolidada por vieses discriminatorios e bases

patriarcais, onde formas de violéncia ainda se perpetuam, agora no meio digital.

Diante disso, torna-se medida a se tomar, o conhecimento amplo sobre a operagado e a
moderacao de contetido; com seus elementos, riscos e vieses; tendo em vista que mesmo que

certas agdes ocorram dentro do cendrio tecnoldgico e virtual, as consequéncias se tornam reais.

A moderagao de conteido tem como uma de suas protagonistas principais a
inteligéncia artificial, que sdo criadas e desenvolvidas por seres humanos, com predominancia,
de homens. Para que haja a propagagao da inteligéncia artificial, sdo utilizadas linhas de codigo,
onde estas sdo reproduzidas no meio digital, e assim os vieses discriminatérios, existentes no

mundo offline, e que acabam se reverberando no mundo online.

No ambiente virtual reverberam diversas formas de violéncia de género, o que faz com
que oferega aos algoritmos, subsidios para o seu funcionamento, trazendo esta carga
discriminatoria, projetadas as formas de violéncia de forma ampla e exponencial. Nesse sentido,

conforme (Cezarino e Contri, 2022, p.61):

A tecnologia nao detecta algo que estd dado no mundo, de forma natural e
aprioristica; pelo contrario: inevitavelmente, ela processa dados por meio da
construgdo de uma suposicdo quanto ao género, a partir das dimensdes
fisiologicas das pessoas sobre as quais € aplicada. Para realizar esse tipo de

inferéncia, a tecnologia € construida de forma a apreender se a pessoa pertence
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ao género masculino ou feminino, partindo do pressuposto de que o género ¢

meramente binario e uma continuidade da caracteristica fisiologica.

Assim, perceber e reconhecer a violéncia de género no ambiente virtual, requer
observa-la de maneira sistémica; de como ela ¢ construida, desenvolvida e perpetrada. A
moderagdo dos algoritmos possui toda uma estrutura ao qual deve se observar, para assim se
chegar na compreensao de todo o processo, fiscalizando os vieses que estruturam a violéncia

de género em todo este sistema.

Se mostra necessario, portanto, reestruturar a no¢do de implementagdo social de
algoritmos, para que passe a ser pautada nas diretrizes €ticas de beneficéncia, ndo-maleficéncia
e autonomia, atreladas aos principios de justica, acurdcia e inteligibilidade (Mulholland,

Frajhof, 2021).

A legitimagao do uso de algoritmos, no contexto da protecao do livre desenvolvimento
da personalidade em ambito virtual, ndo prescinde da concretizacao de uma estrutura dialdgica,
na qual a inteligibilidade ¢ apontada de forma ativa, em que informagdes claras e precisas ao
usudrio performam a propria estrutura, ressaltando a sua importancia na construcao da

metodologia algoritmica (Acioly, 2022).

Diante deste cendrio, € visto que discursos sobre direitos das mulheres, feminismo,
reproducao, sdo atingidos em sua liberdade de expressdo, onde muita das vezes sdo assuntos
censurados por meio dos algoritmos. A légica algoritmica, ao delimitar conteudos como
“sensiveis” ou “inapropriados”, acaba inviabilizando debates fundamentais, fragilizando o
direito a liberdade de expressdo, e diminuindo a pluralidade de vozes, restringindo o espago

democratico no ambiente digital.

Assim, a liberdade de expressdo, assegurada pela Constituicdo Federal, deve ser
efetivada, ndo sendo restringida de forma arbitraria por sistemas tecnoldgicos nao transparentes,
o que evidencia a responsabilidade pelas plataformas digitais, na garantia de uma de um
ambiente digitam inclusivo e sem discriminac¢des. Tendo em vista que o impacto de tal acao
afeta todo o processo coletivo de luta pela liberdade de expressdao das mulheres, bem como a

construgdo da conscientizagao social.

Dessa forma, ¢ evidente que existem ineficiéncias na moderacdo de contetido
interligada a inteligéncia artificial, especificamente no que tange a pratica de discriminagdo
algoritmica contra grupos vulnerabilizados, revelando uma certa seletividade de ideais e

propagacao de conteudo.
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Todo este panorama revela relagcdes enraizadas na sociedade, e como a moderacao
algoritmica demonstra como € reproduzido os padrdes sistémicos sociais e discriminatorios no

meio digital, silenciando grupos vulnerabilizados, como ocorre no caso das mulheres.

5 OS DESAFIOS JURIDICOS E AS LACUNAS EXISTENTES FRENTE AOS NOVOS
CENARIOS DIGITAIS

Os novos cenarios digitais aos quais vivenciamos, como a inteligéncia artificial e a
moderacdo algoritmica, ainda precisam de novas vertentes e opcoes legislativas focadas em
suas novas diretrizes, cendrios e problematizagdes. Assim, € evidente a existéncia de desafios
na moderagdo de contetido, principalmente referentes as discriminagdes algoritmicas. Os
espacos digitais acabam por absorver as diretrizes do mundo real, e com isso, as atividades

humanas e os esteredtipos sociais, refletindo assim, em praticas discriminatorias.

E importante ressaltar que com a promulgacio da Lei n. 12.965/2014, Marco Civil da
Internet, (MCI), houve uma maior €nfase nos cendrios vivenciados pela sociedade e os meios
tecnolégicos, trazendo contribuicdes para o direcionamento do desenvolvimento das
plataformas digitais no Brasil, mas ainda ndo consegue abarcar todo o cenario vivenciado

atualmente.

Nesse sentido, as tecnologias, sobretudo a inteligéncia artificial traz desafios, sendo
necessario que estas se adequem as legislacdes do pais, garantindo assim os direitos
fundamentais. A Unido Europeia, por exemplo, ja possui diretrizes mais robustas quanto a este
novo panorama das tecnologias, mesmo ja tendo influenciado na formulagdo legislativa do

Brasil, ainda ha muito o que ser feito.

A abordagem juridico-regulatdria brasileira ainda ¢ primaria, ndo abrangendo alguns
pontos que fazem parte do novo cendrio social. O Marco Civil da Internet busca um equilibrio
entre a liberdade de expressao e a moderagdo de contetido, mas ainda ha muito o que ser feito,
esta lei trouxe importantes contribuigdes para o uso da internet, bem como para as diretrizes do
uso das plataformas digitais no Brasil, contudo, atualmente, existes novos panoramas que nao

sdo abarcados por esta lei, como € o caso da inteligéncia artificial.

Nesse diapasdo, outra lei que tem importincia no ordenamento juridico brasileiro
voltado as novas tecnologias ¢ a Lei n® 13.709/18, Lei Geral de Prote¢do de Dados, trazendo

diretrizes e regras para que os dados pessoais sejam respeitados e protegidos.
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Nesse sentido, a Lei Geral de Protecdo de Dados possui um instrumental
principiologico e normativo relevante para a orientagdo da atividade moderadora no Brasil

(Frazao, 2018).

Diante de um contexto de amplas e recorrentes transformacgdes no que se refere ao
tratamento de dados no mundo virtual, ha de se propor uma programagao algoritmica dialogica,
que tdo somente predisponha o dialogismo entre a discriminagdo negativa e a positiva,
considerando a LGPD como ordenamento prioritario a garantia dos direitos fundamentais dos
usudrios, sem que sejam impactados negativamente na sua interagdo com os meios digitais

(Dias, 2022).

Nesse interim, € perceptivel que ndo ha legislagdo focada em alguns pontos que
emergem nessa nova Era Digital, o que permite que haja uma liberdade, tanto para os
provedores, como para os usuarios das plataformas digitais, que acabam ficando restritos apenas

as politicas e termos de usos existentes.

Dessa forma, com o avanco das novas tecnologias € os novos cenarios trazidos por
esta, ascende-se a necessidade da analise das legislagdes ja existentes, e as que devem ser
aprovadas, bem como criadas, para que assim, possa haver uma democratizagdo e seguranca
quando se fala dessa nova era dos algoritmos, definindo uma regulamentacao robusta e eficaz,
focando nas acdes desenvolvidas, e oferecendo maior seguranca juridica a sociedade que esta

imersa neste meio digital.

Assim, para lidar com estas novas questdes relacionadas a moderagao algoritmica, ¢
necessario que haja a adogao de uma perspectiva sistémica, que possa integrar diversos atores,
como cidaddos, os trés poderes, empresas e agéncias reguladoras, fortalecendo assim, as
diretrizes que devem ser desenvolvidas neste meio, focando nos principios constitucionais € no

desenvolvimento das legislagdes.
6 CONSIDERACOES FINAIS

A partir de tudo que foi exposto e pesquisado, verificou-se que existe um debate atual
sobre as normas conjecturas digitais, sendo necessario a existéncia de normas juridicas que
possam acompanha-las, estabelecendo pardmetros objetivos e claros sobre a moderagao

algoritmica, para assim se chegar a um equilibrio sobre o tema.
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Ao longo deste estudo, observou-se como a violéncia de género, em especial contra as
mulheres, ¢ reverberada no cendrio digital, destacando a importancia do direito através de

legislacdes mais focadas ao tema, visando na prote¢ao de pessoas vulnerabilizadas.

As interagdes realizadas no mundo virtual trazem as caracteristicas da sociedade ao
qual estdo inseridas, por isso, faz-se necessario que se identifiquem os estereétipos que sao
desenvolvidos através da moderacao algoritmica, identificando como se ddo as discriminagdes

dos direitos, € como isso se perpetua.

Dessa forma, foi possivel concluir que, no espaco da inteligéncia artificial, sdo criados
e desenvolvidos moldes algoritmicos discriminatorios, que ainda sdo perpetuados através de
uma violéncia sistémica e estruturada por raizes fincadas ao longo do tempo, o que anula a
percepcao de que existe uma neutralidade no desenvolvimento das tecnologias, em face desta
realidade algoritmo-discriminatoria, assim, ¢ necessario produzir discursos nao

discriminatorios, combatendo a violéncia de género.

Assim, ¢ indiscutivel que existe uma complexidade entre a efetivagdo dos direitos
fundamentais ¢ a moderagdo de algoritmica utilizada na formacgdo da Inteligéncia Artificial.
Nesse interim, ¢ necessario que novas medidas legislativas sejam tomadas, com iniciativas

compromissadas entre as empresas ¢ o Estado.

Os direitos fundamentais devem se apresentar como vetores de toda ordem juridica,
sendo primordiais na delimitacdo da moderacdo nos meios tecnoldgicos, interligando e
equilibrando a liberdade de expressao e o direito a informagao. Dessa forma, € necessario que
haja uma destruigcdo na perpetuacdo da violéncia das mulheres por meio da Inteligéncia

Artificial, o que demonstra a necessidade da regulamentagdo neste campo.

Dessa forma, ¢ necessario que haja a adocdo de medidas eficazes e capazes de
comprovar o cumprimento das normas, garantindo a efetivagdo dos direitos fundamentais.
Sendo essencial a utilizagdo de ferramentas que verifiquem eventuais vieses discriminatorios

ilicitos ou abusivos nas plataformas digitais.

E primordial que haja o entrelacamento de direitos como a liberdade de expressao,
inovagdo, transparéncia de dados, acesso a informacgdo; onde todos possam convergir na
responsabilidade civil, diminuindo as desigualdades estruturais, e evitando o silenciamento de

grupos historicamente marginalizados.
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Diante de todo panorama, conclui-se que ¢ necessario que as mulheres estejam
presentes nos debates e no desenvolvimento de diretrizes nesse mundo digital, sendo
representadas, mas também sendo sujeito de decisdes, principalmente nas moderagdes
algoritmicas, identificando as configuragdes algoritmicas em relagdo as questdes de género e

as discriminagdes ali embutidas, bem como a forma como os dados sdo tratados.
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