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XXXII CONGRESSO NACIONAL DO CONPEDI SAO PAULO - SP
DIREITO, GOVERNANCA E NOVASTECNOLOGIASIII

Apresentacdo

O XXXII Congresso Nacional do CONPEDI, realizado nos dias 26, 27 e 28 de novembro de
2025, teve como sede a cidade de S&o Paulo, sendo acolhido com exceléncia pela
Universidade Presbiteriana Mackenzie. O evento reafirmou a centralidade da pesquisa
juridica no enfrentamento dos desafios contemporaneos impostos pela transformagao digital,
pelas inovagdes tecnol dgicas e pelas novas formas de governanga e controle institucional.

O GT10 — Direito, Governanca e Novas Tecnologias 11, realizado no dia 26 de novembro,
reuniu pesquisadoras e pesguisadores de diversas regides do Brasil para discutir os mltiplos
impactos das tecnol ogias emergentes sobre os direitos fundamentais, a administracéo publica,
aprotecdo de dados, a sustentabilidade e a ordem democrética.

Os artigos apresentados passaram por dupla avaliagdo cega por pares, garantindo rigor
académico e exceléncia cientifica. A partir da andlise dos trabalhos, foram identificados seis
€iX0s temdaticos principais, que organizam os anais de forma a evidenciar os distintos focos
de abordagem e permitir ao leitor um percurso estruturado pelo contetido:

Protecdo de Dados Pessoais, Privacidade e Identidade Digital - Este eixo reline estudos que
exploram a protecdo de dados pessoais sob a Otica da privacidade, da publicidade
institucional, da sustentabilidade e da constru¢do de novas categorias juridicas, como a
identidade digital.

1 - Big Data e direitos fundamentais: uma andlise interdisciplinar dos impactos na
privacidade e protecdo de dados pessoais no ordenamento juridico brasileiro

2 - Dados pessoais e desenvolvimento sustentével: fundamentos e desafios do direito a
privacidade no século XXI

3 - A protecdo de dados pessoais dos servidores publicos do Tribunal de Justica do Distrito
Federal e dos Territorios: conflito entre publicidade e privacidade?

4 - A protecéo de dados pessoais como direito difuso e a sustentabilidade no uso de dados
pessoais



5 - A protecdo constitucional da identidade digital: um novo paradigma dos direitos da
personalidade na era dainformacéo

6 - A norma ABNT NBR ISO/IEC 27701 como instrumento de suporte a Lel Geral de
Protecéo de Dados

7 - A Lei Gera de Protecdo de Dados Pessoais: 0s servicos extragjudiciais — governanca e
boas préticas

Inteligéncia Artificial, Sistema de Justica e Direitos Fundamentais - Debate as aplicacbes da
inteligéncia artificial no Judiciario e os dilemas éticos, institucionais e regulatérios que

envolvem a sua adocdo em contextos democréticos e de protecdo aos direitos.

8 - A inteligéncia artificial e o Poder Judiciario: reflexdes sobre a prestacéo jurisdicional e a
concretizacdo da cidadania

9 - Entre algoritmos e direitos: a reconstrucdo do direito frente ao capitalismo de vigilancia

10 - Entre o algoritmo e a consciéncia: impactos das decisdes automatizadas no Judiciério e a
urgéncia da educacdo em direitos humanos

11 - A governanca da inteligéncia artificial e os arranjos ingtitucionais. entre inovacéo
tecnol 6gica e a protecédo de garantias fundamentais

12 - Regular ou ndo ainteligéncia artificial, essa é a questéo principa ?

13 - O uso do sistema MIDAS pelo Tribunal de Justica do Estado do Ceara inovacéo
tecnol 6gica para a concretizagdo do principio da duracdo razoavel do processo

14 - Entre a liberdade de expressao e os direitos da personalidade: desafios da inteligéncia
artificial na propaganda eleitoral aluz da condicéo de pessoas expostas politicamente

15 - Inteligéncia artificial e protecéo das comunidades indigenas em contextos globais
Governanca Digital e Sustentabilidade — Reline trabalhos que tratam da relacéo entre

governanca institucional e sustentabilidade, especialmente em temas como compliance
ambiental, cidades inteligentes e estratégias de desenvolvimento sustentavel.



16 - Governanca digital sustentavel e protecdo de dados em cidades inteligentes. desafios
juridicos no Antropoceno

17 - Governanca corporativa e compliance ambiental : estratégias para uma gestéo sustentavel
eeficaz

18 - A inteligéncia artificial como instrumento de fortal ecimento do compliance ambiental

19 - A democratizacdo da energia no Brasil: uma andlise sobre 0 acesso e as possibilidades
originadas pela energia solar

Inclusdo, Acessibilidade e Justica Digital - Trabalhos que discutem as lacunas e
desigualdades digitais, especialmente em relacdo a acessibilidade e a implementacdo de
tecnologias digitais no poder publico.

20 - Acessibilidade negligenciada: capacitismo digital nas redes sociais do governo federal

21 - Jurimetriae o Direito brasileiro — estatistica e conceitos preliminares — aplicabilidade

Infancia, Direitos Digitais e Exposicdo Prematura - Este eixo foca nos desafios da regulacdo
da exposicdo digital de criancas e adolescentes e nos caminhos juridicos para protecdo da
inféncia no ambiente virtual.

22 - Adultizacéo infantil no meio ambiente digital: entre lacunas regulatérias e a construcéo
de caminhos de protecdo juridica

Plataformas Digitais, Regulagdo e Impactos Psicossociais - Reflete sobre os impactos sociais
e econémicos das plataformas digitais, abordando questfes regulatérias, manipulacdo de
resultados e protecéo do consumidor.

23 - A ascensdo das plataformas de apostas digitais no Brasil: uma anadlise dos impactos
psicossociais, da manipulacéo de resultados e dos desafios regulatérios

Os trabalhos reunidos neste volume demonstram o vigor da producdo académica brasileira
em torno dos desafios impostos pelas tecnol ogias emergentes e reafirmam o papel do Direito
COmo campo estratégico para a mediagdo entre inovagdo e protecdo de garantias

fundamentais. A todos os(as) pesquisadores(as), coordenadores(as) e avaliadores(as),

registramos nossos agradeci mentos por suas valiosas contribui coes.
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ENTRE O ALGORITMO E A CONSCIENCIA: IMPACTOS DAS DECNISC)ES
AUTOMATIZADASNO JUDICIARIO E A URGENCIA DA EDUCACAO EM
DIREITOSHUMANOS

BETWEEN ALGORITHM AND CONSCIOUSNESS: IMPACTS OF AUTOMATED
DECISIONSIN THE JUDICIARY AND THE URGENCY OF HUMAN RIGHTS
EDUCATION

Valdene Gomes De Oliveiral
Robson Antdo De M edeiros 2

Resumo

Este artigo tem como objetivo analisar criticamente a crescente utilizagéo de algoritmos nas
decisfes judiciais, avaliando seu impacto na cultura juridica e os riscos a efetivacdo dos
direitos humanos. Com essa finalidade, a metodologia adotada envolve andlise critica e
tedrica, fundamentada em revisdo bibliografica e documental. Como resultados, a pesquisa
revela que a automacgdo judicial, embora promissora em eficiéncia e celeridade, leva a
exclusdo da subjetividade humana e na perpetuacdo de vieses e distor¢des por meio da
ideologia subjacente aos algoritmos, comprometendo a imparcialidade e a concretude da
Justica. Constata-se ainda que a atuagdo das companhias tecnolgicas no espaco digital
redefine o direito e o papel do Judiciario, exigindo um controle rigoroso sobre o poder
algoritmico. Em conclusdo, o estudo destaca a urgéncia da educagdo em direitos humanos,
com base humanista. Essa é uma estratégia fundamental para preservar os valores éticos e
fortalecer a consciéncia critica dos operadores do direito, propondo um Judiciério que integre
0s avangos tecnolégicos com a reafirmagdo da esséncia humana do julgar, em prol da
equidade e da dignidade na era digital

Palavras-chave: Inteligénciaartificial generativa, Poder judiciério, Vieses algoritmicos,
Decisdes automatizadas, Educagdo em direitos humanos

Abstract/Resumen/Résumé

This article critically analyzes the growing use of algorithmsin judicial decisions, evaluating
their impact on legal culture and the risks to the realization of human rights. To this end, the
adopted methodology involves critical and theoretical analysis, based on bibliographic and
documentary review. As a result, the research reveals that judicial automation, while
promising in terms of efficiency and speed, leads to the exclusion of human subjectivity and
the perpetuation of biases and distortions through the ideology underlying algorithms,

1 Mestrando em Direitos Humanos pelo Programa de Pos-Graduagdo em Ciéncias Juridicas (PPGCJUFPB),
com bolsa da CAPES. E-mail: vgo@academico.ufpb.br.

2 Professor Titular na UFPB, com pds-doutorado em Coimbra. Docente na graduagéo em Direito e na pds em
Ciéncias Juridicas e Gerontologia, coordenando esta Gltima. E-mail: robson.antao@academico.ufpb.br.
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compromising the impartiality and concrete realization of justice. It is also noted that the role
of technology companies in the digital space redefines law and the Judiciary's role,
demanding rigorous control over algorithmic power. In conclusion, the study highlights the
urgency of human rights education, with a humanist foundation. This is a fundamental
strategy to preserve ethical values and strengthen the critical awareness of legal

professionals, proposing a Judiciary that integrates technological advancements with the
reaffirmation of the human essence of judging, in favor of equity and dignity in the digital

age.

Keywor ds/Palabr as-claves/M ots-clés. Generative artificial intelligence, Judiciary power,
Algorithmic biases, Automated decisions, Human rights education
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1 INTRODUCAO

A busca do Poder Judicidrio por modernizacdo e eficiéncia tem levado a crescente
utilizagdo da Inteligéncia Artificial Generativa (IAGen)'. Um exemplo da adogdo explicita da
IA ¢ a sentenga proferida em 25 de marco de 2025 pelo 2° Juizado Especial Civel de Brasilia,
que informou ter sido “produzida com auxilio de Inteligéncia Artificial" (Brasil, 2025).
Contudo, esse avango tecnologico revela riscos, como evidenciado por investigagdes como a
do Conselho Nacional de Justica (CNJ) sobre um juiz federal que utilizou o ChatGPT para
redigir uma sentenca com jurisprudéncia inventada, demonstrando alucinagdes da IA (Conjur,
2023); e a do juiz Tonny Luz do TJ-MA que, devido ao uso inadequado dessa ferramenta,
saltou de uma média de 80 para 969 sentencas por més, muitas apresentando um padrao
textual uniforme, refor¢ando a suspeita do uso irregular da IAGen (Migalhas, 2025).

Essa transformagdo no Judiciario ¢ um reflexo da chamada “Quarta Revolugao
Industrial”, que representa uma transformacdo profunda que transcende a mera automacao,
passando a integrar uma ampla conectividade e a aprimorar a crescente complexidade
contemporanea. Nesse cenario, a reflexao trazida pela Lei de Kranzberg, conforme citada por
Porto & Pinho (2024, p. 316), torna-se fundamental ao afirmar que “a tecnologia ndo € [em si
mesma] nem boa, nem ma; mas também nao € neutra". Isso significa que, embora a tecnologia
exer¢a uma indiscutivel influéncia sobre os mais diversos processos sociais, cabe a propria
sociedade, em contrapartida, a responsabilidade de determinar como suas inovadoras
ferramentas sdo efetivamente utilizadas.

Nesse ambito, apesar da lideranga do Judicidrio brasileiro no uso da IA, que possui
mais ferramentas do que a Unido Europeia, Estados Unidos, Reino Unido, China e India, essa
aceleracdo gera preocupagoes significativas (Cavalcante e Barbosa, 2023, p. 57). Lenio Streck
(ConlJur, 2025) aponta que, embora 66% dos tribunais ja utilizem IA com 140 projetos em
desenvolvimento, isso gera pontos criticos, como o fendmeno das “alucinagdes” — respostas
dissociadas dos fatos reais que podem ocorrer em até 79% dos modelos modernos de IA — e
casos onde a [A gerou decisdes sem fundamentagdo ou precedentes inexistentes.

Dessa forma, a imprevisibilidade e os riscos inerentes a tecnologia se destacam,
exigindo andlise critica sobre seus impactos nos direitos humanos e na imparcialidade da
Justica. A complexidade desses sistemas algoritmicos, muitas vezes opacos, intensifica a
necessidade de um marco regulatério robusto. A luz disso, o PL 2338/2023 esta em discussio

no Congresso Nacional, visando normatizar a governanca responsavel da IA para proteger

' Produz novo contetdo de forma automatica com base em comandos de linguagem natural (UNESCO, 2024).
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direitos fundamentais e garantir sistemas seguros, classificando e proibindo os de alto risco
(Brasil, 2023).

A problematica central deste artigo, portanto, reside em analisar criticamente como a
crescente utilizacdo da IAGen nas decisdes judiciais pode impactar a cultura juridica e gerar
riscos a efetivacdo dos direitos humanos. Ademais, a pesquisa aponta a importancia da
educacdo em direitos humanos, especialmente com base humanista, como estratégia
fundamental para preservar os valores éticos e garantir um Judicidrio comprometido com a
justica na era digital. Para tanto, este estudo adota uma abordagem qualitativa, com andlise
critica e teorica, baseada em revisdo bibliografica e documental, examinando resolu¢des do
CNIJ sobre IAGen, o Projeto de Lei 2338/2023, e decisdes judiciais emblematicas que
exemplificam o uso e os desafios da tecnologia.

Com essa finalidade, o presente trabalho estrutura-se em 03 capitulos. O primeiro,
“O Judiciario na Era Digital: Eficiéncia e Novos Paradigmas", apresenta o cendrio da
automacdo judicial e seus beneficios. O segundo, “Algoritmo vs. Consciéncia: Desafios
Eticos e Vieses no Julgar”, analisa criticamente os riscos e a redefini¢do do papel do juiz. Por
fim, o terceiro capitulo, “Educagcdo em Direitos Humanos: Fundamento para o Judiciario
Humano-Tecnolégico", propde a educagdo humanista como contraponto aos desafios da IA e
vislumbra um Judicidrio que combina tecnologia e valores humanos. Ao final, o trabalho
apresenta as consideragdes que, vislumbrando um Judiciario onde a consciéncia guie o

algoritmo, tragcam caminhos para a equidade e dignidade na era digital.

2 O JUDICIARIO NA ERA DIGITAL: EFICIENCIA E NOVOS PARADIGMAS

A sociedade contemporanea vivencia a “Quarta Revolu¢ao Industrial”, um periodo
de transformagdes impulsionadas por tecnologias disruptivas como a robdtica, a inteligéncia
artificial e a internet das coisas. Nesse panorama, a tecnologia, longe de ser neutra, constitui
um elemento que influencia profundamente os processos sociais e, por sua vez, ¢ moldada
pela forma como a sociedade decide utilizé-la. Essa era exige que o Poder Judiciario, em sua
busca por modernizagdo e eficiéncia, adote uma perspectiva renovada para o conceito
tradicional de Administragdo Judiciaria, especialmente no que tange a sua estrutura espacial e
organizacional (Porto & Pinho, 2024, p. 320).

Estamos em um momento do “Judiciario Exponencial”, onde a velocidade das

transformagdes globais impde uma mudanca de padrdo sem precedentes. Essa realidade
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demanda uma resposta proativa e adaptativa do sistema de justi¢a, que ndo pode permanecer
alheio as dinamicas da sociedade contemporanea. Dado que, a mera continuidade das praticas
e estruturas tradicionais ja ndo ¢ suficiente para atender as complexidades e demandas de uma

era cada vez mais digital e interconectada. Em virtude disso:

A medida que a sociedade evolui, o Judicidrio precisa progredir junto.
Consequentemente, ¢ essencial adotarmos um novo olhar, com a perspectiva
renovada, para permitir uma abordagem atualizada do direito. As mudangas em
curso nos obrigam a reavaliar integralmente o conceito de Administragdo Judiciaria,
em especial como se divide o espago do Judiciario e sua forma organizacdo
tradicional (Porto & Pinho, 2024, p. 320-321).

Em vista disso, na “Justiga 4.0”, destacam-se elementos como colaboragao, trabalho
em rede, descentralizagdo e uso intensivo de novas tecnologias, a fim de aumentar a
celeridade processual, reduzir custos, facilitar o acesso a justica e ampliar a transparéncia.
Essa nova configuragdo promete ndo apenas uma otimizagdo interna, mas uma redefinicao da
propria entrega da jurisdi¢do, tornando-a mais agil, acessivel e alinhada as demandas da
sociedade digital. Uma das caracteristicas marcantes dessa transformacdo ¢ a
desmaterializagdo da justiga, com a tendéncia de desintegracao dos prédios dos Foéruns e dos
documentos fisicos por equivalentes digitais. Paralelamente, a desterritorializagdo ¢ outro
pilar do Judiciario 4.0, onde os processos judiciais sdo conduzidos em plataformas digitais,
possibilitando o acesso aos servigos judiciais independentemente da localizagdo geografica e
permitindo que o magistrado atue de qualquer lugar do mundo (Porto & Pinho, 2024, p. 324).

Nesse contexto, Cavalcante e Barbosa (2023, p. 57) evidenciam que o Poder
Judicidrio brasileiro tem se posicionado na vanguarda da adog¢do tecnologica, impulsionado
pela necessidade premente de superar a morosidade e o grande volume de demandas que
historicamente o afligem. E nesse panorama que a inteligéncia artificial surge como uma
ferramenta promissora e central para enfrentar esses desafios historicos € aprimorar a

prestacgdo jurisdicional. Assim, as autoras afirmam que:

O Poder Judiciario ¢ hoje quem lidera o uso e desenvolvimento de inteligéncia
artificial para o setor publico. O desenvolvimento de sistemas inteligentes surge
como uma resposta a morosidade ¢ o grande acimulo de processos pela justica
brasileira que segundo a ultima pesquisa do Conselho Nacional de Justiga, feita no
final de 2020, contava com 75,4 milhdes de processos (Cavalcante e Barbosa, 2023,
p. 57).

Ainda segundo Cavalcante e Barbosa (2023, 570), o CNIJ registrou um aumento

expressivo de projetos de IA no Poder Judiciario em 2022, visto que o levantamento de junho
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daquele ano demonstrou a existéncia de 111 iniciativas em desenvolvimento nos tribunais,
representando um crescimento de 171% em relagdo aos 41 projetos do ano anterior. Inclusive,
as autoras apontam que, conforme dados da Organizacao de Desenvolvimento Econdmico
(OCDE) e do Relatério da Fundagdo Getllio Vargas, o Judicidrio brasileiro possui mais
ferramentas de Inteligéncia Artificial do que a Unido Europeia, Estados Unidos, Reino Unido,
China e India.

Este ambiente de intensa digitalizagcdo e automagdo ¢ complementado por iniciativas
em diversas esferas do Poder Judiciario. Iniciativas como a do TJ-MG, por exemplo, que esta
desenvolvendo um sistema para indexag¢do automatica de processos, a fim de identificar com
maior facilidade a existéncia de demandas repetitivas. Similarmente, o TST, em parceria com
a Universidade de Brasilia (UnB), estd elaborando um software que realizard a triagem
automatica de processos, bem como processamento de julgados envolvendo a questdo juridica
para a sugestdo de proposta de voto (Nunes e Marques, 2018, p. 2). No ambito do Supremo
Tribunal Federal, o Projeto “Victor™?, demonstrou uma notdvel precisio de 85% na
identificacdo de casos e uma impressionante agilidade, realizando em cinco segundos uma
tarefa que levaria de 40 minutos a uma hora para um servidor (STF Noticias, 2018).

Além dos casos ja citados, a IAGen se manifesta em ferramentas como o projeto
“Logos™ do STJ, o "ChatJT" da Justi¢a do Trabalho, e 0 "ASSIS"®> do TJ-RJ (Nunes, 2025a).
Esses sistemas sdo desenvolvidos com o intuito de otimizar diversas atividades no ambito
judicial, desde a identificagdo e triagem de processos até¢ a assisténcia na elaboragdo de
minutas de sentengas e outras pegas processuais, buscando aprimorar a celeridade e a
eficiéncia do servigo jurisdicional. Como resultado dessa adocdo da IAGen, observa-se a
sentenca proferida pelo 2° Juizado Especial Civel de Brasilia, em 25 de marco de 2025, que
traz um aviso explicito de ter sido “produzida com auxilio de Inteligéncia Artificial” (Brasil,

2025).

? Langado em 2018 pelo STF, este sistema utiliza inteligéncia artificial com o objetivo de diminuir o grande
nimero de processos pendentes de julgamento, especialmente recursos extraordinarios ¢ agravos em recursos
extraordinarios. Ele converte imagens em texto e otimiza a triagem processual (STF Noticias, 2018).

* Implementado pelo STJ em fevereiro de 2025, utiliza GPT-40 para auxiliar os assessores na analise de recursos
e na identificagdo de trechos relevantes. A ferramenta organiza os autos e, com comandos simples, gera
relatorios e resumos de pegas processuais (Nunes, 2025a).

* Estruturada pela Justica do Trabalho com base no GEMINI, essa ferramenta de IA otimiza consultas,
automatiza fluxos de trabalho e auxilia decisdes estratégicas, permitindo acesso facilitado a leis e jurisprudéncia
via Sistema Falcao (Nunes, 2025a).

> Assistente juridico de IAGen desenvolvido pelo TJRJ, com GPT-40. Seu objetivo ¢ auxiliar magistrados na
elaboragdo de decisdes e minutas de sentencas de primeira instancia, personalizando-as com base no banco de
dados de cada magistrado e garantindo alinhamento com a jurisprudéncia (Nunes, 2025a).
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Nesse cenario, ¢ fundamental compreender as peculiaridades do aprendizado de
maquina, que permite a computadores “aprenderem” a partir de dados e fazerem predigdes
sem serem explicitamente programados. Diferente dos modelos estatisticos tradicionais, essa
abordagem ndo exige que os pesquisadores especifiquem uma equagdo matemadtica prévia, o
que lhe confere a capacidade de resolver problemas que humanos ndo conseguem explicar
com exatiddo. O aprendizado, em decorréncia, ocorre por meio da manipulacdo de pesos e
vieses em redes neurais artificiais, otimizando o desempenho do algoritmo para tarefas
complexas. Essa habilidade de identificar padroes e fazer inferéncias a partir de vastos
volumes de dados ¢ o que torna o machine learning um pilar da automacdo judicial,
prometendo celeridade e uma nova forma de processar informagdes juridicas, que antes
demandava extensivo trabalho humano (Boeing, 2019, p. 16).

Sendo assim, a aplicagdo do aprendizado de maquina a textos legais € promissora.
Isto porque os modelos computacionais de raciocinio juridico (CMLR) permitem automatizar
a extracao de informag¢des de documentos legais de forma mais eficiente, auxiliando humanos
em tarefas como formular argumentos e predizer decisdes. De igual modo, ferramentas como
sistemas de perguntas-respostas, extracao de informacdes e mineragdo de argumentos sao
essenciais para automatizar a andlise de dados juridicos textuais, contribuindo para a
celeridade processual. Essas tecnologias inauguram a computagdo cognitiva (cognitive
computing) ou corrobotica (co-robotics), um trabalho colaborativo entre humanos € maquinas,
onde cada um realiza o tipo de atividade que melhor desempenha (Boeing, 2019, p. 25).

No entanto, a compreensdo humana, com suas vivéncias coletivas e a complexidade
da linguagem, ¢ insubstituivel. Embora a aplicagdo do aprendizado de maquina a textos legais
seja revolucionaria, ela se depara com os limites inerentes a propria linguagem natural e a
forma como a IA, sem compreensdo auténoma, processa informacdes, o que pode levar a
preconceitos gerados pelos algoritmos®. Logo, essa complexa intersec¢do entre o potencial
tecnologico e os limites inerentes a esséncia humana do julgar e a propria linguagem juridica

¢ onde emergem os desafios éticos que confrontam o algoritmo e a consciéncia.

3 ALGORITMO VS. CONSCIENCIA: DESAFIOS ETICOS E VIESES NO JULGAR

A crescente utilizacdo da inteligéncia artificial no Judicidrio, embora prometa

celeridade, impoe profundos desafios éticos. O cerne da discussdo esta na dicotomia entre a

¢ Sequéncia finita de instrugdes executadas por um programa de computador, com o objetivo de processar
informagoes para um fim especifico (Resolugdo n. 332, 2020, Art. 3°, inciso I).
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logica binaria das maquinas e a natureza humana do ato de julgar, o que redefine o papel do
juiz e a Justica em um Estado Democratico de Direito. Nesse sentido, Carini (2024, p. 3)
salienta o intenso debate sobre o uso da IA, sublinhando que enquanto defensores veem
promessas de eficiéncia, criticos como Lenio Streck alertam para o risco de a IA deslocar o
poder decisorio do ser humano para as maquinas, criando uma "tecnocracia" que mina a
esséncia do Direito. Diante disso, autores como Morais da Rosa (Conjur, 2020) e Nunes
(Conjur, 2021) enfatizam a necessidade de transparéncia e regulagdo para evitar vieses
algoritmicos, promovendo a sustentabilidade e democratizagdo do acesso a justiga com
sistemas acessiveis e auditaveis.

Dessa forma, para compreender a profundidade dessas transformacgdes, ¢ crucial
analisar o significado de "julgar". A esse respeito, Pero Luiio (2009, p. 159) define o
julgamento como um ato intrinsecamente humano que se desdobra em trés dimensdes
essenciais: a percepg¢do, a inteleccdo (racionalidade) e a decisdo, de modo que a auséncia de
qualquer uma delas o torna incompleto. De forma analoga, Dworkin (1999, p. 203) argumenta
que o Direito, como pratica interpretativa, exige “integridade” — coeréncia com principios
morais e politicos — e opde-se a mecanizagao da justica. Para ele, a integridade no julgamento
demanda que a lei seja vista e cumprida de forma coerente, atribuindo ao passado um poder
especial no tribunal e exigindo que juizes concebam o corpo do direito como um todo, e ndo
como decisdes isoladas.

Ademais, no ambito da aplicagdo da lei, Alexy (2002, p. 85) distingue regras,
aplicadas de forma "tudo ou nada", de principios, "mandamentos de otimizagdo" que exigem
sopesamento e "racionalidade pratica". Essa ponderagcdo de valores, complexa e ndo bindria,
contrasta com a logica algoritmica que tende a reduzir a deliberagdo judicial a um processo
mecanicista, ignorando nuances éticas. De forma analoga, Atienza (2003, p. 18-23) afirma
que a argumentagdo juridica envolve a justificacdo das premissas e ndo apenas a dedugdo
logica. Ele distingue o "contexto de descoberta" (como uma decisdo ¢ alcancada) do "contexto
de justificacdo" (como ela ¢ racionalmente fundamentada).

Diante disso, a justificagdo externa, que lida com as premissas (normativas e faticas)
e sua valoragdo, ¢ uma tarefa complexa que vai além da l6gica dedutiva. Nessa circunstancia,
Hart (2001, p. 141) aponta a "textura aberta" das regras juridicas, devido a imprecisdo da
linguagem e imprevisibilidade dos fatos, originando o poder discricionario judicial em hard
cases — casos dificeis. Isso posto, essa discricionariedade ¢ uma funcao humana e um limite

a "calculabilidade legal" das decisdes automatizadas.
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Por sua vez, a Declaragdo Universal dos Direitos Humanos (DUDH) de 1948, em
seus Art. 1° e 7°, e os Pactos Internacionais de Direitos Humanos de 1966, assim como o Art.
8° da Convengao Americana sobre Direitos Humanos, consolidam a prote¢cdo universal dos
direitos humanos e o direito a um julgamento justo, por um tribunal competente, independente
e imparcial. Igualmente, essa exigéncia ¢ assegurada pelo Art. 93, inciso IX da Constituicao
Federal, que garante a publicidade e a fundamentacao das decisdes judiciais. Em acréscimo, o
Art. 489, §1° do Cddigo de Processo Civil detalha os requisitos para uma fundamentacao
valida, coibindo, por exemplo, a invocacdo de precedentes sem justificacdo ou a omissdo a
argumentos relevantes (Brasil, 1998; 2015).

Ainda nessa perspectiva, Alexy (2002, p. 117) enfatiza que qualquer restricdo a
direitos fundamentais deve respeitar o contetdo essencial e ser balizada pela
proporcionalidade. Partindo disso, a aplicacdo de IA em processos que restringem direitos
(como no direito penal, por exemplo) deve aderir estritamente a esses parametros de
proporcionalidade e garantir a transparéncia processual, assegurando que o "suporte fatico"
das decisoes seja claramente justificavel, e ndo apenas um resultado opaco de algoritmos.

Nessa conjuntura, a crescente difusdo da IAGen e sua aparente sofisticacdo tém
impulsionado o desenvolvimento de diretrizes éticas para o seu uso responsavel. Com relagdo
a isso, a UNESCO, em seu “Guia para a IA generativa na educagdo e na pesquisa” (2024,

p.8), adverte que:

Embora a IAGen possa produzir novo conteudo, ela ndo pode gerar novas ideias ou
solugdes para desafios do mundo real, pois ndo compreende objetos ou relagdes
sociais do mundo real que sustentam a linguagem. Além disso, apesar de sua
produgdo fluida e impressionante, ndo se pode confiar na precisdo da [IAGen
(UNESCO, p.8).

Destarte, de acordo com a UNESCO (2024, p.12), “¢ importante reconhecer desde ja
que os resultados gerados pela TAGen ndo podem ser considerados confidveis sem uma
avaliagdo critica”, e que, “[...] testes com usudrios e avaliacdes de desempenho rigorosos
devem ser conduzidos antes de validar as ferramentas para sua adocao em larga escala ou em
contextos de alto risco”. A UNESCO (2024, p.15) alerta ainda “que as redes neurais artificiais
(RNAs) sdao reconhecidas como ‘caixas pretas’; ou seja, seu funcionamento interno nao ¢
aberto para inspe¢dao”. Consequentemente “[...] acabam ndo sendo ‘transparentes’ ou
‘explicaveis’, e ndo ¢ possivel determinar de que forma seus resultados foram obtidos™.

De maneira semelhante, Nunes e Marques (2018, p. 8) defendem a impossibilidade

de delegacdo da funcdo decisoria as maquinas, contrastando a impugnabilidade das decisdes
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humanas — que permitem a delimitacdo de seus fatores e a exigéncia de fundamentacdo — com
a natureza opaca dos algoritmos. Eles argumentam que a falta de transparéncia no
funcionamento algoritmico torna essas decisdes virtualmente inatac4veis no ambito juridico,

jé& que:

Os algoritmos utilizados nas ferramentas de inteligéncia artificial sdo obscuros para
a maior parte da populacdo — algumas vezes até para seus programadores — 0 que 0s
torna, de certa forma, inatacaveis. Em fung¢ao disso, a atribui¢do de fungdo deciséria
aos sistemas de inteligéncia artificial torna-se especialmente problematica no ambito

do Direito (Nunes e Marques, 2018, p. 8).

Logo, ¢ crucial reconhecer que a "caixa preta" dos algoritmos nao ¢ apenas uma
metafora para a falta de transparéncia, mas reflete complexos desafios técnicos. Com isso, o
campo da explicabilidade da IA (XAI) busca tornar os modelos mais compreensiveis. Superar
essa barreira técnica € vital para garantir a auditabilidade e contestabilidade das decisoes
automatizadas, permitindo que os operadores do direito compreendam e corrijam vieses ou
erros. Isto porque, a opacidade algoritmica, aliada a busca por uma justiga “calculavel™, gera
preocupagdes sobre a preservacdo da esséncia humana do julgar. Ademais, essa busca pela
calculabilidade tem um custo significativo: a exclusdo consciente da subjetividade humana e
da personalidade dos individuos do dominio do direito (Nunes e Marques, 2018, p. 8) .

Paralelamente, Giabardo (s.d., p. 2) critica essa abordagem "anti-humanista",
afirmando que a justica ¢ uma experiéncia profundamente humana e transcendente. Para ele, a
ideia de um direito "impessoal e andnimo" ¢ um "sonho proibido" dos positivistas radicais,
pois fazer justica ¢ mais dificil do que aplicar a lei, residindo num delicado equilibrio entre
certeza e adaptacdo. Giabardo (s.d., p. 9) chama a aten¢do ao fato de que um direito
excessivamente calculavel leva ao "conformismo judicial", priorizando o estado atual das
coisas em detrimento da imaginacdo juridica. Para o autor, a tarefa do juiz, por vezes, exige
"inventar" uma solucao legal e justifica-la, algo em desacordo com a "ditadura do calculo" .

Outrossim, a crenca de que a supervisdo humana ¢ um antidoto suficiente para os
riscos da IA no Judiciario tem se mostrado limitada. Nunes (ConlJur, 2021) realga o "viés de
automacao" — a tendéncia humana de favorecer sugestdes automatizadas, mesmo erradas — e
preconceitos humanos preexistentes que podem agravar a situacao de grupos marginalizados.
Zhang (2024, p. 9) observa que a super confianca humana na IA tende a aumentar ao longo do
tempo em séries de tarefas, mesmo em sessdes mais curtas, sugerindo uma limitagdo

fundamental desse suporte: a medida que as pessoas se familiarizam com o sistema, tornam-se
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mais propensas a confiar excessivamente nele. Além disso, em decisdes mais dificeis, a
confianga na IA se mostra menos apropriada, e as explicagdes (XAI), embora benéficas para
decisoes faceis, perdem eficacia com o aumento da dificuldade, podendo até aumentar a super
confianga nos casos mais complexos. Isso leva a conclusdao de que o suporte centrado em
recomendacdo ¢ mais util para decisdes faceis, onde a intui¢do humana ja existe (Zhang,
2024, p. 11).

A materializacdo desses riscos e limitagdes associados a IA no Judiciario ¢
evidenciada por casos concretos. O Relatorio de Pesquisa do CNJ (2024) apontou que
medidas de governanga tradicionais sdo insuficientes para IAGs, justificando revisdo
regulatoria. O relatério destaca o viés de automagdo e a falta de transparéncia, com a maioria
dos assessores nao revelando o uso de IAG em atividades profissionais, dificultando a revisao
e levando a imprecisdes e usos inadequados. Essa preocupacao ¢ reforcada pela investigacao
do CNIJ sobre um juiz federal que utilizou o ChatGPT para gerar sentenga com jurisprudéncia
inventada, demonstrando as alucina¢des da IA, refor¢cando a urgéncia da regulamentagdo e
supervisao humana rigorosa (Conjur, 2023).

A luz disso, a discriminagdio estatistica em aplicacdes de IA emerge com riscos
diretos a efetivacdo dos direitos fundamentais. Oliveira (2024, p. 76) compara o racismo
historico aos vieses de modelos computacionais, explicando que esses vieses se manifestam
pela capacidade de prever padrdes e operar sobre logicas pré-estabelecidas, refletindo
preconceitos passados e levando a decisdes discriminatorias na predicdo de crimes ou
concessao de crédito. Afinal, em uma sociedade marcada por discriminagdo, vieses se
manifestam como repeticdo de padrdes, exigindo solucgdes juridicas para delimitar riscos. Pelo
mesmo raciocinio, a UNESCO (2023, p. 40) alerta sobre esse “viés de IA”, que ¢ definido
como diferenca sistematica no tratamento de certos objetos, pessoas ou grupos, ¢ adverte que
tais sistemas de IA ndo sdo neutros, ja que podem refletir preferéncias e preconceitos.

Em vista disso, Nunes € Marques (2018, p. 6) pdem em evidéncia o caso COMPAS’
nos EUA, onde ficou comprovado que “[...] o algoritmo utilizado tende a classificar
erroneamente acusados negros como provaveis reincidentes e, por outro lado, enquadrar,
também de forma equivocada, acusados brancos como individuos com baixo risco de
reincidéncia”. Isso exemplifica como modelos de IA sdo representagdes abstratas e que
“dados enviesados ensinardo a maquina a desempenhar suas fung¢des de forma enviesada,

perpetuando, de forma automatizada, as desigualdades sociais, erros e outras mazelas de nossa

" Correctional Offender Management Profiling for Alternative Sanctions, mecanismo utilizado nos EUA para
avaliar o risco de reincidéncia dos acusados no pais (Nunes ¢ Marques, 2018, p. 6).
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sociedade” (Nunes e Marques, 2018, p. 7). Por essa razdo, a formagao digital dos magistrados
¢ imprescindivel, devendo ser pratica e continua, adaptando-se as novas fun¢des (Martins,

2022, p. 33).

4 EDUCACAO EM DIREITOS HUMANOS: FUNDAMENTO PARA O JUDICIARIO
HUMANO-TECNOLOGICO

A digitalizacdo da justica ¢ um fendmeno irreversivel com potencial para melhorar o
sistema judicial, mas que exige uma reflexio critica. E crucial avaliar suas implicagdes,
desafios e oportunidades para uma reforma que preserve a esséncia da justica como “a arte do
justo e do bom”, e ndo apenas uma “justica tecnocratica e s6 formal” (Martins, 2022, p. 72).
Sob essas circunstancias, a educacdo em direitos humanos emerge como estratégia central
para garantir que a tecnologia sirva a justica. Carini (2024, p. 2) enfatiza que o futuro da A
no Judicidrio depende da sustentabilidade e democratizacdo do acesso, com sistemas abertos e
auditaveis. Logo, a transformacao digital exige uma revisdo profunda do Judiciario e a
reconstru¢do de seu modelo tradicional de prestagdo jurisdicional (Porto & Pinho, 2024, p.
319).

Nesse processo, a formagao profissional de juizes e demais operadores do sistema
judicial ¢ fundamental, como evidenciado por pesquisas globais da UNESCO (2023)
realizadas em 2022 com atores judiciais em 100 paises. Tais estudos sublinharam a
necessidade de melhor compreender o uso da IA na administragdo da justica e suas amplas
implicagdes legais nas sociedades, refor¢ando a premissa de que a formagdo adequada ¢
indissociavel da adogdo tecnologica responsavel. Uma vez que a complexidade dos casos € a
necessidade de preservar a esséncia humana do julgar exigem que os profissionais estejam
capacitados tanto para operar novas ferramentas, como para compreendé-las criticamente e
integra-las responsavelmente ao trabalho. Assim, conforme Martins (2022, p.33), € essencial

reconhecer que:

Sera perfeitamente inutil dotar o sistema judicial de meios tecnologicos muito
avancados se ndo for dada formagdo suficiente a quem os utiliza para os conseguir
usar diariamente e retirar dos mesmos todas as suas potencialidades, pelo que é
imprescindivel que sejam acauteladas todas as necessidades formativas que
decorrem da prépria digitalizagdo da justica (Martins, 2022, p. 33).

Da mesma sorte, Nunes (ConJur, 2025¢c) sublinha a importancia da supervisao

humana rigorosa (Human-in-the-Loop - HITL) para mitigar riscos e vieses factuais,
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garantindo que toda produ¢do de IA seja criteriosamente revisada por um especialista para
integrar o conhecimento humano e assegurar qualidade e veracidade. Para tal, essa tarefa
exige que os sistemas de IA sejam desenvolvidos com mecanismos de explicabilidade (XAI)
que permitam aos magistrados compreender o raciocinio das sugestdes. Isso € vital para que a
colaboragdo humano-maquina seja sinérgica, ¢ ndo uma mera chancela de decisdes
algoritmicas, garantindo que o discernimento humano prevalega sobre a conformidade
automatizada.

Neste quadro, a Resolucdo CNJ n°® 332/2020 estabelece novas regras para o uso da
[IAGen no Poder Judicidrio. Com esse objetivo, ela define principios como a observancia da
compatibilidade com Direitos Fundamentais (Art. 4°), seguranca juridica e¢ igualdade de
tratamento (Art. 5°), cautela com dados sensiveis (Art. 6°), e nao discriminagdo (Art. 7°),
prevendo homologacdo e corre¢do de vieses, sob pena de descontinuidade. Exige dados de
fontes seguras (Art. 13), informagdo clara aos usudrios (Art. 18), e sistemas que permitam
explicagdo de resultados e supervisio do magistrado (Art. 19). Somado a isso, veda
preconceitos em pesquisas (Art. 21) e desestimula o uso de [A em matéria penal para decisoes
preditivas, com ressalvas para calculo de penas e gerenciamento de acervo para nao prejudicar
o réu (Art. 23) (Brasil, 2020).

Complementarmente, a Resolu¢ao n® 615/2025 do CNJ veda explicitamente o uso de
IA para avaliar tragos de personalidade ou comportamento passado para risco criminal ou
reincidéncia (Art. 13, I, ¢). Aliado a isso, o CNJ enfatiza que o juiz permanece integralmente
responsavel pelas decisdes, reforcando que "ninguém vai ser julgado por robd" (Agéncia
Brasil, 2025). De tal modo, essas resolu¢des demonstram o compromisso do CNJ em balizar a
inovagdo tecnologica com fundamentos ¢€ticos e protegdo dos direitos fundamentais,
construindo um Judiciario que integre tecnologia e esséncia humana do julgar.

Todavia, o cerne da revolucdo algoritmica ndo reside apenas na regulacao da IA, mas
também no desenvolvimento de estruturas e procedimentos que garantam controle efetivo e
salvaguarda do individuo perante autoridades e tribunais. Este controle ¢ necessario para
assegurar que o poder tecnologico nao eclipse ou anule os principios fundamentais do Direito,
mas, ao contrario, sirva para consolidar os valores que emanam do constitucionalismo
democratico. Nao se trata, destarte, de uma mera adaptacdo tecnoldgica, mas de uma auténtica
metamorfose do Direito. Para guiar essa transformagao profunda, a “Constitui¢do do

algoritmo” se apresenta como uma metodologia de analise e guia para a agdo, permitindo
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compreender o novo ambiente digital em sua complexidade e transformé-lo de acordo com os
principios do Estado de Direito (Callejon, 2023, p. 36).

Sob esse prisma, a urgéncia da educagdo humanista em direitos humanos se impoe
para contrapor os riscos da racionalidade algoritmica. Isto porque somente o julgamento
humano ¢ capaz de avaliar fatos especificos, ir além do texto legal e tornar relevantes
interesses subjacentes a luz do sistema juridico e principios constitucionais, demandando
“sensibilidade” e “consciéncia” que um algoritmo ndo pode replicar (Giabardo, s.d., p. 9). Isso
porque essa capacidade singular do julgamento deriva de sua natureza intrinsecamente
humana, dado que a Corte ndo ¢ um mecanismo, ndo ¢ uma maquina de célculo, mas um ser
humano vivo que sintetiza lei e fato com intui¢do e sentimento. A esse respeito, Calamandrei,

citado por Giabardo (s.d., p. 15), afirma que:

A verdade é que o juiz ndo ¢ um mecanismo, ndo é uma maquina de céalculo. E um
ser humano vivo: ¢ a fungfo de aplicar a lei, que in vitro pode ser representada como
um silogismo, ¢ na realidade uma operagdo de sintese que ganha vida
misteriosamente, no calor do crisol selado da alma humana, onde a mediagdo ¢ a
soldadura entre a lei abstrata e o fato concreto necessitam, para ocorrer, da intuigao e
do sentimento acendidos em uma consciéncia diligente. Reduzir a fun¢do do juiz a
um puro silogismo significa empobrecé-la, secd-la, murcha-la. A Justica ¢ algo
maior: ¢ uma criacdo que brota de uma consciéncia viva, sensivel, vigilante,
humana. E esse calor vivo, esse senso de realizacdo continua, de uma
responsabilidade vigilante que precisamos louvar ¢ desenvolver no juiz
(Calamandrei, apud Giabardo, s.d., p. 15, traducdo do autor).

Essa perspectiva sublinha que a verdadeira esséncia da justica transcende a mera
aplicacdo formal da lei, residindo na capacidade humana de julgamento, combinando
conhecimento tedrico com pratica reflexiva. Carnelutti (2007, s.p) reforca essa visdo
humanista ao argumentar que o Direito transcende a mera logica, configurando-se como uma
arte que lida com a complexidade da vida humana. Para ele, o julgamento ndo ¢ um mero
silogismo, mas uma sintese que exige intuicdo e sentimento do julgador, buscando sempre a
justica no caso concreto € que o juiz, como um artista, deve se entregar a essa complexidade
humana do Direito.

A par disso, Hart (2001, p. 141) argumenta que a “textura aberta do direito” confere
poder discricionario aos juizes em ‘“casos dificeis". Por conseguinte, a formag¢do do juiz deve
capacita-lo a lidar com essas "lacunas", aplicando a lei para promover justi¢a, € ndo uma
rigidez formalista que a IA pode induzir. Analogamente, Dworkin (1999, p. 203) defende que

o Direito ¢ uma pratica interpretativa que exige integridade e coeréncia moral, impedindo que
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a automacdo judicial comprometa a justi¢a substantiva, reforcando que a educacdo juridica
deve buscar a “melhor luz moral” na interpretagao.

Juntamente com isso, a formagdo do profissional do direito deve capacita-lo,
conforme Alexy (2002, p. 91), a compreender o sopesamento de colisdes — capacidade essa
essencialmente humana e complexa, contrastando com a ldgica simplificada da IA. Isto ¢, a
educacdo humanista deve fortalecer a “racionalidade pratica” do julgador, garantindo que a
“argumentacao e decisao” nao sejam reduzidas a um processo meramente técnico. A decisao
judicial ndo pode ser desprovida de emocgdes, sendo o processo e as salas de audiéncia locais
emocionais por exceléncia Giabardo (s.d., p. 12). A esse propdsito, a sensibilidade do juiz ¢
crucial, conforme sugere Carnelutti (2007, s.p.) ao afirmar que “o pintor ndo ama seu modelo,
o retrato nao vale nada e se o juiz ndo ama o imputado em vao acredita alcancar a justica. [...]
nem a caridade est4 fora da arte nem a graga fora do direito.”

Dessa forma, ¢ fundamental explorar as possibilidades de uso da IA para apoio a
decisdo no Direito, mas sem substituicao do julgamento humano. Zhang (2024, p. 6) aponta
que a abordagem mais comum para esse suporte € o que ele denomina de “suporte a decisao
centrado em recomendac¢ao” (traducao do autor), onde a A fornece sugestdes que o tomador
de decisdo humano pode aceitar ou rejeitar. Reforcando essa linha, Zhang (2024, p. 7) aponta
que para promover confianca apropriada, essas recomendacdes sao frequentemente explicadas
pela comunidade de IA explicavel (XAI), que busca “abrir a caixa preta” da IA para que os
humanos julguem a corregao do sistema.

De forma complementar, Boeing (2019, p. 33) chama a aten¢do para o fato de que
“tanto a atividade do juiz, quanto dos robds, estardo sujeitas a imprecisdo da linguagem
natural, abrindo espago para casos em que ha margens de interpretagdo”. Por isso, a
transparéncia na comunicacao algoritmo-humano ¢ crucial, legitimando decisdes ao forcar a
IA a trabalhar com pardmetros humanos. Pensando nisso, Boeing (2019, p. 71) elenca trés
tipos de uso do machine learning no Judiciario: Robo-Classificador (auxilia humanos na
busca por materiais); Robo-Relator (extrai e sugere decisdes pré-fabricadas, com menor
intervencdo judicial); e Robd-Julgador (gera a propria decisdo judicial, com juiz como
revisor). Porém, o autor adverte que a concordancia humana com decisdes algoritmicas tende
a ser a regra, especialmente em casos massificados de baixa complexidade.

Outrossim, ¢ essencial equilibrar os interesses tecnoldgicos e constitucionais para
que o desenvolvimento seja civilizatorio, visto que a incompatibilidade entre constituicao e

algoritmos ¢, em esséncia, uma construcdo ideoldgica a servigo de grandes agentes globais. O
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design de algoritmos que normalizam e perpetuam desigualdades, consequentemente, ¢
contrario a constituicdo e nao deve ser permitido. Nessa conjuntura, a "constitui¢do do
algoritmo" surge como metodologia para compreender a nova realidade digital, que difere da
fisica por ser global e gerida por empresas privadas fora do direito estatal. De acordo com
Callejon (2023, p.239), isso implica em "constitucionalizar o algoritmo" — intervindo no
mundo digital para compatibilizd-lo com principios constitucionais — e "digitalizar a
constituicdo" — adaptando-a aos desafios do mundo virtual.

Alinhado a essa visdo, o PL 2338/2023, que regula a IA no Brasil, visa proteger
direitos fundamentais, estimular inovagdo responsavel e garantir sistemas seguros, incluindo
devido processo legal, contestabilidade e contraditorio. O projeto prevé direitos referentes a
discriminacao estatistica e corre¢do de vieses, proibindo explicitamente o uso de IA que
acarrete discriminacao (Art. 12) e a avaliagdo de tragos de personalidade ou comportamento
passado para risco criminal ou reincidéncia. Classifica sistemas de IA de "alto risco" aqueles
empregados na administracdo da justica com risco as liberdades individuais e ao Estado
democratico de direito. Também cita que a pessoa afetada tem direito a explicagao da decisao
e de solicitar revisdo para prevenir riscos, permitindo que supervisores compreendam e
intervenham nos sistemas, ideia paralela ao Art. 22 do do GDPR® da Unido Europeia.

Dessa forma, a educacdo humanista para operadores do direito encontra respaldo na
concepcdo de Educacdo em Direitos Humanos (EDH) baseada em teorias confluentes,
propondo um processo formativo que capacite os sujeitos a lutar por sua dignidade humana.
Nesse sentido, o “diamante ético” de Herrera Flores (2009, p. 113) sugere um marco
pedagogico que ensina a interdependéncia entre elementos conceituais e materiais, com a
dignidade humana no centro. Essa perspectiva de Herrera Flores ¢ citada por Gonzalez e
Borges (2021, p. 179) como crucial para a compreensao dos direitos humanos em sua
complexidade e para a formulacdo de estratégias educacionais eficazes. Com efeito, a
incorporacdo desses principios humanistas torna-se imperativa para a constru¢do de um
Judiciério que, ao aplicar a lei, esteja intrinsecamente alinhado aos fundamentos da dignidade

e equidade, especialmente diante dos desafios impostos pela era digital.

5 CONSIDERACOES FINAIS

8 Estabelece um conjunto abrangente de regras sobre a prote¢do de dados pessoais e privacidade para todos os
individuos na Unido Europeia e no Espago Economico Europeu.
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A jornada explorada neste artigo, "Entre o Algoritmo e a Consciéncia", revela que a
incessante digitalizagdo no Poder Judiciario, impulsionada pela "Justica 4.0" e pela
Inteligéncia Artificial Generativa (IAGen), embora prometa eficiéncia e celeridade
processual, apresenta profundos desafios éticos e transformacdes na cultura juridica. A
dicotomia entre a calculabilidade algoritmica e a irredutivel complexidade da consciéncia
humana emerge como o cerne desta discussdo, mostrando que a automacgdo judicial pode,
paradoxalmente, comprometer a imparcialidade e a concretude da Justica.

Inicialmente, delineou-se o cenario de rapida incorporacdo da IA no Judicidrio
brasileiro, com exemplos de sentencas assistidas por IA e casos problematicos como a
investigagdo do juiz Tonny Luz do TJ-MA. Em tal circunstancia, o avango da IA, apesar da
otimizacdo de tarefas e agilizacdo processual vista em projetos como o "Victor" do STF,
trouxe a tona o fendomeno das "alucinagdes" e a perpetuacdo de vieses nos dados de
treinamento dos algoritmos. Estas ocorréncias demonstraram que a celeridade por si s6 nao
garante justica ou confiabilidade, expondo a fragilidade de sistemas sem supervisdo e
discernimento humano.

Aprofundando a andlise, explorou-se a natureza essencialmente humana do julgar. A
"textura aberta" do direito, a ponderag¢do de principios e a inerente subjetividade e emogdo no
ato de julgar — elementos cruciais para a justica, conforme Hart, Alexy e Dworkin — ndo
podem ser replicados por uma ldégica binaria. Considerando que a busca por uma "justica
calculavel" exclui a subjetividade e pode gerar um "conformismo judicial", impedindo a
evolucdo do direito, como imposto pela "ditadura do célculo". Além disso, a crenga na
supervisdo humana como antidoto se mostrou limitada devido ao "viés de automagdo" e a
capacidade da IA de ocultar preconceitos importados dos dados, refletindo a problematica da
discriminacao estatistica e perpetuando desigualdades. Nesse pano de fundo, a "caixa preta"
dos algoritmos, bem como a falta de transparéncia, refletem complexos desafios técnicos,
exigindo a explicabilidade da IA (XAI) para compreensdo e corre¢ao de vieses.

Perante essa situacdo, o estudo reafirma a urgéncia de uma abordagem humanista para
a integragdo da IA no Judicidrio. Nesse quadro, a regulamentacdo, como as Resolugdes do
CNJ (n° 332/2020 e n°® 615/2025) e o PL 2338/2023, ¢ essencial para balizar eticamente a
tecnologia e salvaguardar direitos fundamentais. Contudo, essa regulamentacdo necessita ser
acompanhada por uma soélida "Educacdo em Direitos Humanos", baseada em teorias

confluentes e no "diamante ético" de Herrera Flores. Esta educagdo visa fortalecer a
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"racionalidade pratica" dos operadores do direito e nutrir a "consciéncia viva, sensivel,
vigilante" do julgador.

Porquanto, o futuro do Judiciario ndo reside na substitui¢do do humano pela maquina,
mas na construgdo de um Judiciario Humano-Tecnologico. Isso implica reconhecer a IA como
ferramenta de apoio — um Robo-Classificador ou Robd-Relator — que otimiza tarefas
repetitivas, liberando os magistrados para a complexa ponderagdo e decisdo que exige
sensibilidade, empatia e conhecimento social. A responsabilidade pela decisao final deve,
portanto, permanecer integralmente humana.

Destarte, para garantir equidade e dignidade na era digital, ¢ imperativo que a
"constitui¢do do algoritmo" se alie a "digitalizagdo da constituicdo". O controle rigoroso sobre
o poder algoritmico e a continua formagao dos operadores do direito em valores éticos e
direitos humanos sdo pedras angulares para assegurar que a Justica Digital ndo seja uma
"aparéncia de justica", mas um instrumento que fortaleca os principios democraticos e a
protecdo da pessoa humana. O desafio ¢ complexo, mas a reafirma¢ao da consciéncia sobre o

algoritmo € o caminho para um futuro judicial mais justo € humano.
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