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XXXII CONGRESSO NACIONAL DO CONPEDI SAO PAULO - SP
DIREITO, GOVERNANCA E NOVASTECNOLOGIASIII

Apresentacdo

O XXXII Congresso Nacional do CONPEDI, realizado nos dias 26, 27 e 28 de novembro de
2025, teve como sede a cidade de S&o Paulo, sendo acolhido com exceléncia pela
Universidade Presbiteriana Mackenzie. O evento reafirmou a centralidade da pesquisa
juridica no enfrentamento dos desafios contemporaneos impostos pela transformagao digital,
pelas inovagdes tecnol dgicas e pelas novas formas de governanga e controle institucional.

O GT10 — Direito, Governanca e Novas Tecnologias 11, realizado no dia 26 de novembro,
reuniu pesquisadoras e pesguisadores de diversas regides do Brasil para discutir os mltiplos
impactos das tecnol ogias emergentes sobre os direitos fundamentais, a administracéo publica,
aprotecdo de dados, a sustentabilidade e a ordem democrética.

Os artigos apresentados passaram por dupla avaliagdo cega por pares, garantindo rigor
académico e exceléncia cientifica. A partir da andlise dos trabalhos, foram identificados seis
€iX0s temdaticos principais, que organizam os anais de forma a evidenciar os distintos focos
de abordagem e permitir ao leitor um percurso estruturado pelo contetido:

Protecdo de Dados Pessoais, Privacidade e Identidade Digital - Este eixo reline estudos que
exploram a protecdo de dados pessoais sob a Otica da privacidade, da publicidade
institucional, da sustentabilidade e da constru¢do de novas categorias juridicas, como a
identidade digital.

1 - Big Data e direitos fundamentais: uma andlise interdisciplinar dos impactos na
privacidade e protecdo de dados pessoais no ordenamento juridico brasileiro

2 - Dados pessoais e desenvolvimento sustentével: fundamentos e desafios do direito a
privacidade no século XXI

3 - A protecdo de dados pessoais dos servidores publicos do Tribunal de Justica do Distrito
Federal e dos Territorios: conflito entre publicidade e privacidade?

4 - A protecéo de dados pessoais como direito difuso e a sustentabilidade no uso de dados
pessoais



5 - A protecdo constitucional da identidade digital: um novo paradigma dos direitos da
personalidade na era dainformacéo

6 - A norma ABNT NBR ISO/IEC 27701 como instrumento de suporte a Lel Geral de
Protecéo de Dados

7 - A Lei Gera de Protecdo de Dados Pessoais: 0s servicos extragjudiciais — governanca e
boas préticas

Inteligéncia Artificial, Sistema de Justica e Direitos Fundamentais - Debate as aplicacbes da
inteligéncia artificial no Judiciario e os dilemas éticos, institucionais e regulatérios que

envolvem a sua adocdo em contextos democréticos e de protecdo aos direitos.

8 - A inteligéncia artificial e o Poder Judiciario: reflexdes sobre a prestacéo jurisdicional e a
concretizacdo da cidadania

9 - Entre algoritmos e direitos: a reconstrucdo do direito frente ao capitalismo de vigilancia

10 - Entre o algoritmo e a consciéncia: impactos das decisdes automatizadas no Judiciério e a
urgéncia da educacdo em direitos humanos

11 - A governanca da inteligéncia artificial e os arranjos ingtitucionais. entre inovacéo
tecnol 6gica e a protecédo de garantias fundamentais

12 - Regular ou ndo ainteligéncia artificial, essa é a questéo principa ?

13 - O uso do sistema MIDAS pelo Tribunal de Justica do Estado do Ceara inovacéo
tecnol 6gica para a concretizagdo do principio da duracdo razoavel do processo

14 - Entre a liberdade de expressao e os direitos da personalidade: desafios da inteligéncia
artificial na propaganda eleitoral aluz da condicéo de pessoas expostas politicamente

15 - Inteligéncia artificial e protecéo das comunidades indigenas em contextos globais
Governanca Digital e Sustentabilidade — Reline trabalhos que tratam da relacéo entre

governanca institucional e sustentabilidade, especialmente em temas como compliance
ambiental, cidades inteligentes e estratégias de desenvolvimento sustentavel.



16 - Governanca digital sustentavel e protecdo de dados em cidades inteligentes. desafios
juridicos no Antropoceno

17 - Governanca corporativa e compliance ambiental : estratégias para uma gestéo sustentavel
eeficaz

18 - A inteligéncia artificial como instrumento de fortal ecimento do compliance ambiental

19 - A democratizacdo da energia no Brasil: uma andlise sobre 0 acesso e as possibilidades
originadas pela energia solar

Inclusdo, Acessibilidade e Justica Digital - Trabalhos que discutem as lacunas e
desigualdades digitais, especialmente em relacdo a acessibilidade e a implementacdo de
tecnologias digitais no poder publico.

20 - Acessibilidade negligenciada: capacitismo digital nas redes sociais do governo federal

21 - Jurimetriae o Direito brasileiro — estatistica e conceitos preliminares — aplicabilidade

Infancia, Direitos Digitais e Exposicdo Prematura - Este eixo foca nos desafios da regulacdo
da exposicdo digital de criancas e adolescentes e nos caminhos juridicos para protecdo da
inféncia no ambiente virtual.

22 - Adultizacéo infantil no meio ambiente digital: entre lacunas regulatérias e a construcéo
de caminhos de protecdo juridica

Plataformas Digitais, Regulagdo e Impactos Psicossociais - Reflete sobre os impactos sociais
e econémicos das plataformas digitais, abordando questfes regulatérias, manipulacdo de
resultados e protecéo do consumidor.

23 - A ascensdo das plataformas de apostas digitais no Brasil: uma anadlise dos impactos
psicossociais, da manipulacéo de resultados e dos desafios regulatérios

Os trabalhos reunidos neste volume demonstram o vigor da producdo académica brasileira
em torno dos desafios impostos pelas tecnol ogias emergentes e reafirmam o papel do Direito
COmo campo estratégico para a mediagdo entre inovagdo e protecdo de garantias

fundamentais. A todos os(as) pesquisadores(as), coordenadores(as) e avaliadores(as),

registramos nossos agradeci mentos por suas valiosas contribui coes.
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ENTRE ALGORITMOSE DIREITOS: A RECONSTRL{QAO DO DIREITO FRENTE
AO CAPITALISMO DE VIGILANCIA

BETWEEN ALGORITHMSAND RIGHTS: THE RECONSTRUCTION OF LAW IN
THE FACE OF SURVEILLANCE CAPITALISM

Rodrigo Palomares Maiolino De Mendonca

Resumo

O artigo analisa criticamente os impactos do capitalismo de vigilancia sobre os direitos
fundamentais na era digital, com base na obra de Shoshana Zuboff e no didlogo com autores
como Doneda, Hoffmann-Riem e Fachin. O problema central consiste na inadequacéo das
categorias juridicas tradicionais para enfrentar os riscos sistémicos impostos pela légica
extrativa, opaca e comportamental das grandes plataformas tecnoldgicas. O objetivo principal
€ propor caminhos normativos, éticos e institucionais que permitam reconfigurar o Direito
como um sistema adaptativo, transparente e preventivo. Parte-se da hipétese de que a
protecéo efetiva da dignidade digital exige uma abordagem juridica proativa, que atue desde
0 design dos sistemas tecnoldgicos e promova a governanca algoritmica responsavel. A
metodol ogia é qualitativa, de natureza tedrico-dogmatica, com base em revisao bibliografica
interdisciplinar nos campos do Direito Constitucional, Filosofia Politica e Teoria da
Informagdo. O estudo incorpora estudos de caso, como o escandalo da Cambridge Analytica
e decisdes do STF, e analisa a tensdo entre inovagdo e regulacdo a luz de iniciativas estatais
como a Estratégia de Governo Digital e o Marco Legal da |A. Conclui-se que é necessaria
uma reconstrucdo normativa centrada na dignidade informacional, na transparéncia, na
accountability e na participacéo democratica, sob risco de erosdo das liberdades publicas e da
propria estrutura do Estado Democratico de Direito. O Direito, nesse cenario, deve recuperar
sua funcdo mediadora entre a inovagdo tecnoldgica e os direitos fundamentais, garantindo
soberaniainformacional e cidadania digital critica.

Palavras-chave: Capitalismo de vigilancia, Privacidade, Direitos fundamentais, Governanca
algoritmica, Direito digital

Abstract/Resumen/Résumeé

This article critically analyzes the impacts of surveillance capitalism on fundamental rightsin
the digital age, based on Shoshana Zuboff’s work and in dialogue with scholars such as
Doneda, Hoffmann-Riem, and Fachin. The central problem lies in the inadequacy of

traditional legal categories to address the systemic risks posed by the extractive, opague, and
behavioral logic of magjor technology platforms. The main objective is to propose normative,
ethical, and institutional pathways to reconfigure Law as an adaptive, transparent, and

preventive system. The hypothesisis that the effective protection of digital dignity requires a
proactive legal approach, acting from the design stage of technological systems and fostering

136



responsible algorithmic governance. The methodology is qualitative and theoretical-
dogmatic, based on interdisciplinary literature review in the fields of Constitutional Law,

Political Philosophy, and Information Theory. The study incorporates case studies such as the
Cambridge Analytica scandal and rulings from the Brazilian Supreme Court, and analyzes
the tension between innovation and regulation in light of state initiatives such as the Digital
Government Strategy and the Artificial Intelligence Legal Framework. It concludes that a
normative reconstruction centered on informational dignity, transparency, accountability, and
democratic participation is necessary, under penalty of eroding public freedoms and the
foundations of the Democratic Rule of Law. Law, in this scenario, must recover its mediating
role between technological innovation and fundamental rights, ensuring informational

sovereignty and critical digital citizenship.

K eywor ds/Palabr as-claves/M ots-clés. Surveillance capitalism, Privacy, Fundamental
rights, Algorithmic governance, digital law
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1. Introducio

A ascensdo das tecnologias digitais e sua integracdo sist€émica a vida social,
politica e econdmica inauguraram uma nova légica de organiza¢do da sociedade. No
centro dessa transformagao estd a consolidacdo de um modelo informacional que opera a
partir da coleta massiva, preditiva e exploratdria de dados pessoais. Este artigo propde
uma analise critica da obra de Zuboff (2021), que cunha o termo "capitalismo de
vigilancia" para descrever esse novo regime de acumulacdo, estruturado sobre a
experiéncia humana como matéria-prima para mercados comportamentais. Ao mobilizar
esse referencial teodrico, propde-se um didlogo com a evolugao historica dos direitos
fundamentais, explorando como as trés geracdes desses direitos (liberdade, igualdade e
solidariedade) s3o tensionadas, reconfiguradas e, em alguns casos, erodidas pela l6gica
algoritmica contemporanea.

O artigo também examina a chamada "guerra de dados", expressdo que sintetiza a
disputa global pelo dominio dos fluxos informacionais entre plataformas privadas,
corporagdes transnacionais e Estados, com implicagdes profundas para a soberania
individual e coletiva. Argumenta-se que o atual modelo de capitalismo informacional
exige uma resposta normativa e institucional a altura dos riscos que impde a liberdade, a
dignidade e a cidadania. Assim, o texto se estrutura para oferecer uma contribuicao critica
ao debate sobre a necessaria reconstru¢do do Direito diante do avango do poder
computacional e da colonizacdo dos comportamentos.

Adicionalmente, a abordagem adotada neste estudo ¢ eminentemente
interdisciplinar, abarcando contribui¢des do Direito Constitucional, da Filosofia Politica e
da Ciéncia da Computacdo. A metodologia baseia-se em pesquisa bibliografica critica,
com énfase em autores como Zuboff, Hoffmann-Riem, Doneda e Fachin, além do didlogo
com pensadores contemporaneos como Han, Eubanks e Pariser. O objetivo final ¢ refletir
sobre alternativas normativas e institucionais que possam enfrentar os desafios impostos
pela vigilancia digital e resgatar os fundamentos democraticos em meio a crise de
governanga informacional global.

A era digital ndo apenas transformou as dindmicas econdmicas e sociais do século
XXI, como também colocou em xeque os fundamentos tedricos e normativos do Direito.

A ubiquidade das tecnologias digitais, a expansao acelerada da coleta e processamento de
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dados pessoais e o surgimento de novas formas de poder algoritmico compdem o pano de
fundo de uma profunda reconfiguracdo da experiéncia humana. O presente artigo insere-
se nesse contexto de inflexdo historica e busca realizar uma leitura critica sobre os
desafios que o capitalismo de vigilancia impde aos direitos fundamentais, especialmente
a autodeterminacdo informativa, a privacidade e a dignidade da pessoa humana.

O ponto de partida da anélise € a obra de Shoshana Zuboff (2021), que introduz o
conceito de "capitalismo de vigilancia" para descrever um novo regime de acumulagdo
econdmica baseado na extracdo, tratamento e comercializagdo de excedentes
comportamentais. Diferentemente do capitalismo industrial, que se fundamentava na
exploragdo do trabalho fisico, o capitalismo informacional apropria-se da subjetividade
dos individuos: suas emocgdes, habitos, preferéncias e padrdoes de comportamento. Essa
apropriacao, realizada de forma opaca, preditiva e ndo consentida, resulta em uma nova
arquitetura de poder, na qual a liberdade ¢ substituida por controle imperceptivel e a
autonomia individual cede lugar & modulacdo algoritmica.

O problema central investigado neste trabalho ¢ a insuficiéncia das categorias
juridicas tradicionais (centradas na prote¢do formal da privacidade e na ideia de
consentimento) diante da logica extrativa e estrutural que rege as plataformas digitais. Os
marcos regulatorios atuais, como a Lei Geral de Prote¢do de Dados (Lei n°® 13.709/2018)
no Brasil e o Regulamento Geral sobre a Prote¢do de Dados (GDPR) na Unido Europeia,
embora representem avancos normativos relevantes, mostram-se incapazes de enfrentar
0s mecanismos sistémicos de vigilancia comportamental que caracterizam a nova ordem
informacional. A resposta juridica, ao se limitar a protecdo de dados pessoais em termos
contratuais ou burocraticos, ignora a dimensao estrutural e politica do fendmeno.

Nesse sentido, o objetivo principal do artigo ¢ propor um didlogo critico e
interdisciplinar entre os fundamentos teoricos desenvolvidos por Zuboff e as
contribuigdes doutrindrias de autores como Wolfgang Hoffmann-Riem, Danilo Doneda e
Zulmar Fachin, com vistas a constru¢do de um novo paradigma juridico capaz de
enfrentar os desafios impostos pela era da vigilancia digital. Trata-se de identificar
convergéncias normativas e epistemologicas que permitam vislumbrar caminhos para a
reconstru¢do do Direito como instrumento de regulagdo efetiva, prevengdo de danos

informacionais e protecao da cidadania digital.
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A hipbétese que orienta esta investigagdo ¢ a de que a superagdo das
vulnerabilidades atuais depende da reconfiguragdo do Direito como um sistema
adaptativo, ético e prospectivo, dotado de mecanismos capazes de regular a tecnologia
desde sua concepgdo (privacy by design), com base na transparéncia algoritmica, na
auditabilidade dos sistemas e na responsabilizacdo de agentes econdmicos e politicos que
se beneficiam da assimetria informacional. Nao se trata apenas de proteger os dados
pessoais enquanto bens juridicos isolados, mas de garantir a integridade da pessoa
humana em sua dimensdo informacional, reconhecendo que a apropriacdo indevida de
dados constitui uma forma contemporanea de dominagao e despossessao.

Para a construcdo dessa reflexdo, adota-se uma metodologia de natureza
qualitativa, com enfoque tedrico-dogmatico e abordagem interdisciplinar. O estudo parte
de uma anélise critica da bibliografia especializada, combinando referéncias do Direito
Constitucional, da Filosofia Politica e da Teoria da Informacao. Sao mobilizadas, em
especial, as contribuicdes de Zuboff (2021), que oferece o marco tedrico central; de
Hoffmann-Riem (2021), com sua proposta de uma Teoria Geral do Direito Digital; de
Doneda (2021), defensor da protecdo de dados como extensdo da personalidade; e de
Fachin e Silva (2021), que realizam uma avaliagdo critica do Marco Civil da Internet e
suas insuficiéncias diante da complexidade do ecossistema digital. A andlise ¢
complementada pela consideragdo dos marcos normativos nacionais e internacionais,
além de exemplos empiricos que ilustram os mecanismos de modulacdo algoritmica
presentes nas grandes plataformas digitais.

As primeiras se¢des do artigo tratam da evolugdo historica dos direitos
fundamentais e de sua reorganizagdo na era digital, destacando como a tradicional
classificagcdo em trés geragdes: 1% Direitos civis e politicos (liberdade), 2% Direitos
sociais (igualdade) e 3* Direitos difusos e coletivos (solidariedade). Elas se mostram
inadequadas frente as novas formas de domina¢do informacional. Defende-se que a
protecdo de direitos no ambiente digital exige uma abordagem sistémica, transversal e
proativa, que reconhega a interdependéncia entre liberdade de expressao, privacidade,
protecao de dados, seguranga cibernética e acesso democratico a informacao.

Em seguida, o artigo aprofunda a andlise sobre o capitalismo de vigilancia e a

guerra de dados, examinando como a coleta e tratamento de dados pessoais se tornaram
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recursos geopoliticos estratégicos, disputados por empresas transnacionais e Estados
soberanos. Discute-se a erosdo da autonomia individual, a normalizagdo da vigilancia, os
riscos de discriminagdo algoritmica e a desestruturacdo da esfera publica provocada pela
personalizacdo extrema dos fluxos informacionais. Nesse contexto, autores como
Eubanks (2018), Han (2017) e Pariser (2011) sao mobilizados para evidenciar os efeitos
psiquicos, sociais e politicos da vigilancia digital sobre os individuos e as coletividades.

As se¢des finais propdem caminhos para a reconstrucdo do Direito diante da era
digital. A partir das ideias de Hoffmann-Riem, argumenta-se que o Direito precisa ser
reestruturado com base em principios como a proteg¢ao por padrao (privacy by default), a
explicabilidade dos algoritmos (explainability), a auditabilidade dos sistemas
automatizados (auditability) e a participagdo democratica na formulagdo das normas
digitais. Tais principios devem ser incorporados aos marcos legais nacionais, como a
LGPD e o Marco Civil da Internet, que carecem, ainda, de efetiva integragao normativa,
aparato fiscalizatorio robusto e cultura juridica voltada a dignidade informacional.

Por fim, nas consideragdes finais, sustenta-se que a protecdo dos direitos
fundamentais na era da inteligéncia artificial requer uma ag¢do juridica que va além da
reatividade. E necessario um esfor¢o coletivo para desmantelar as arquiteturas extrativas
de dados e reconstituir os fundamentos normativos da democracia em chave
informacional. A dignidade digital deve ser erigida como principio transversal do
ordenamento juridico, orientando a criacdo de politicas publicas inclusivas, a formagao
de uma cidadania critica e vigilante e a promocdo de uma governanca tecnoldgica
participativa e transparente. A crise atual ndo ¢ apenas juridica, mas civilizatoria: exige
repensar os modos de produgdo, circulacdo e apropriacdo do conhecimento na sociedade
conectada.

Nesse sentido, este artigo ndo pretende oferecer respostas definitivas, mas
contribuir com o debate urgente sobre os rumos do Direito na era digital, langando luz
sobre as possibilidades de resisténcia, emancipacao e transformacdo diante de um modelo
informacional que ameaga os pilares do constitucionalismo e os valores democraticos

universais.

2. As geracoes dos direitos fundamentais e seus desafios na era digital
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A doutrina constitucional costuma organizar os direitos fundamentais em trés
geragdes. A primeira geracdo refere-se aos direitos civis e politicos, como a liberdade, a
vida, a propriedade e a privacidade, nascidos no bojo das revolugdes liberais (Bobbio,
1992). A segunda geragdo inclui os direitos sociais, culturais e econdmicos, como
educagdo, saude e trabalho. A terceira contempla direitos difusos e coletivos, tais como o
meio ambiente, o desenvolvimento sustentdvel, e, mais recentemente, a protecdo de
dados e 0 acesso a informagao.

Na era digital, no entanto, essa tipologia enfrenta desafios, pois os direitos
fundamentais se tornam interdependentes e vulneraveis diante de novas formas de
dominagdo. O que se entendia como liberdade individual, por exemplo, se dilui em uma
realidade marcada por vigilancia constante, algoritmos opacos e ambientes controlados
por inteligéncia artificial. A igualdade ¢ abalada por vieses algoritmicos; e os direitos de
solidariedade sdo enfraquecidos pelo esfacelamento do espaco publico digital (Han,
2017).

Dessa forma, a tradicional divisdo entre geragdes de direitos precisa ser revista a
luz das novas tecnologias. A protecdo da privacidade (primeira geracdo) estd ligada ao
combate a discriminagdo algoritmica (segunda geracdo), e ambas dependem de uma
infraestrutura digital transparente e regulada coletivamente (terceira geragdo). A realidade
atual exige, portanto, uma abordagem sistémica, que considere a transversalidade dos
direitos na sociedade da informacao.

Essa reinterpretacdo revela que os direitos ndo podem mais ser entendidos de
maneira isolada. A digitalizacdo da vida cotidiana exige que os operadores do Direito e os
formuladores de politicas publicas considerem as interagdes entre liberdade de expressdo,
protecao de dados, segurancga cibernética e transparéncia institucional como elementos
indissociaveis de um mesmo conjunto normativo, voltado a protecdo da dignidade

humana no ambiente digital.

3. O capitalismo de vigilancia e a transformacio da experiéncia humana
Zuboff (2021, p. 15) define o capitalismo de vigilancia como uma nova ordem
econdmica que transforma unilateralmente a experiéncia humana em matéria-prima

gratuita para processos comerciais de extracdo, previsao e venda. Inicialmente

142



desenvolvido pelo Google, esse modelo expandiu-se para outras big techs, transformando
os chamados "excedentes comportamentais" (residuos digitais ndo intencionais) em
commodities preditivas.

Ao contrario do capitalismo industrial, que explorava o trabalho fisico, o
capitalismo de vigilancia se estrutura sobre a captura da subjetividade: habitos, emocdes,
escolhas. Essa dindmica rompe com os principios basicos da autonomia individual, pois
atua com base na vigilancia invisivel e na manipulagdo preditiva de comportamentos, a
revelia do consentimento (Zuboff, 2021, p. 63).

Trata-se de um regime assimétrico, que concentra poder informacional em poucas
corporagdes e opera de maneira opaca, dificultando o controle social. A liberdade, nesse
contexto, ¢ transformada em simulacro. A personaliza¢do algoritmica e a gamificagdo
moldam as decisdes dos sujeitos, minando sua capacidade de autodeterminagao. Como
afirma Zuboff (2021, p. 78), a transformacao do comportamento humano em objeto de
manipulacdo sistematica compromete os pilares da democracia.

Além disso, a nogdo de privacidade sofre uma profunda reconfiguragdo.
Tradicionalmente associada ao controle sobre a propria informagdo, a privacidade no
capitalismo de vigilincia ¢ desconstruida, sendo substituida por um regime de opacidade
intencional, onde o usuério ¢ mantido na ignorancia sobre a extensao da coleta e o uso de
seus dados. Essa assimetria cognitiva compromete ndo apenas a liberdade individual, mas
também a possibilidade de controle social e regulagdo efetiva.

Como destaca Doneda (2021, p. 101), a protecao de dados precisa ser entendida
como uma extensdo da personalidade, o que significa reconhecer que a apropriacdo
indevida da informagdo pessoal constitui uma forma de despossessdo identitaria. O
sujeito ndo apenas perde sua privacidade: ele ¢ alienado de sua propria narrativa

existencial, que passa a ser reconstruida por algoritmos de terceiros.

4. A guerra de dados e a erosdo da autonomia

A disputa global por dados, muitas vezes travada de maneira invisivel ao olhar do
cidaddo comum, representa um novo estagio na luta pelo poder no século XXI. Conforme
observa Zuboff (2021, p. 103), essa guerra ¢ caracterizada por uma assimetria radical

entre aqueles que detém os meios tecnologicos de coleta, andlise e comercializacdo de

143



dados e aqueles que sdo objeto dessa extracdao continua. Trata-se de uma guerra silenciosa
e constante, em que Estados, plataformas digitais e corporagdes transnacionais competem
pelo controle da informacao e, por consequéncia, das subjetividades.

Doneda (2021, p. 112) destaca que os dados pessoais ndo devem ser vistos como
meros ativos comerciais, mas como projecdes da personalidade. Nesse sentido, a
autodeterminagdo informativa ¢ essencial para garantir a dignidade e a liberdade dos
cidaddos. Contudo, a logica mercantil vigente tem desfigurado essa compreensdo,
subordinando os direitos informacionais a 16gica da rentabilidade.

O fendmeno da guerra de dados revela a existéncia de um novo territério de
conflito geopolitico e econdomico. A extragdo de dados tornou-se central na politica
internacional, afetando diretamente a soberania informacional dos Estados. A exemplo
disso, a coleta massiva de dados por empresas transnacionais com sede nos Estados
Unidos, como Google, Amazon, Meta ¢ Microsoft, confere aos Estados Unidos uma
vantagem estratégica sobre outras nagdes (Zuboff, 2021, p. 116).

Essa concentragdo de poder informacional também tem implicagdes para a
soberania dos individuos. Quando as decisdes que afetam a vida cotidiana (como
concessdo de crédito, acesso a servigos publicos, oportunidades de emprego e exposi¢do a
conteudos informativos) passam a ser mediadas por algoritmos opacos, o individuo perde
o controle sobre seu destino. Como alerta Eubanks (2018), essa logica de gestdo
algoritmica tende a reproduzir desigualdades histéricas e a reforgar preconceitos
sistémicos.

A guerra de dados, portanto, ndo se restringe a coleta em si, mas envolve a
modelagem de comportamentos, a manipulacdo de preferéncias e a construcdo de
realidades personalizadas. Pariser (2011) ja advertia para os riscos da "bolha de filtros",
onde os individuos passam a viver em realidades informacionais isoladas, moldadas por

algoritmos que priorizam relevancia comercial sobre pluralidade democratica.

5. Direitos fundamentais sob ataque: o risco da normalizacio da vigilancia
A naturalizagdo da vigilancia digital representa uma ameaca direta a efetividade
dos direitos fundamentais. Zuboff (2021, p. 91) enfatiza que o capitalismo de vigilancia

cria uma nova arquitetura de controle comportamental, baseada na vigilancia continua, na
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predi¢ao e, por fim, na modulagdo de condutas. Esse sistema corroi os alicerces do
Estado democratico de direito ao transformar o cidaddo em objeto de monitoramento
constante.

A liberdade individual, principio estruturante da primeira geragdo de direitos, ¢
minada quando as escolhas sdo guiadas por estimulos calculados, enviados em tempo real
com base em padrdes comportamentais previamente extraidos. A igualdade, valor central
da segunda geragdo, ¢ afetada pela reproducdo de vieses algoritmicos, conforme
demonstrado por Eubanks (2018), que evidencia como sistemas automatizados
discriminam populagdes vulneraveis. Ja os direitos de solidariedade, inerentes a terceira
geracdo, sdo fragilizados pela auséncia de espagos digitais comuns, uma vez que a
personalizacdo extrema desagrega o tecido da esfera publica.

Han (2017) adverte que o sujeito contemporaneo nao percebe o controle que o
cerca, pois a vigilancia assume forma de liberdade. O uso ostensivo de redes sociais,
plataformas de e-commerce e assistentes virtuais ¢ percebido como conveniente, mas
resulta em autovigilancia e autocoer¢do. Trata-se de uma psicopolitica digital, na qual os
sujeitos se tornam cumplices involuntarios do sistema que os vigia.

A questdo da accountability também se impde como desafio. Como
responsabilizar algoritmos por decisdes discriminatorias? Como garantir transparéncia
nos sistemas de inteligéncia artificial? Hoffmann-Riem (2021, p. 142) propde a criagdo
de obrigagdes especificas para sistemas digitais, com base na protecdo por design, na
auditabilidade e na explicabilidade dos algoritmos. Sem tais medidas, os direitos
fundamentais permanecem vulnerdveis a viola¢des sistematicas, mascaradas sob o verniz

da inovacgao tecnologica.

6. Perspectivas para o Direito na era digital

A resposta juridica aos desafios da era digital exige mais do que ajustes pontuais:
requer uma reformulacdo estrutural dos paradigmas normativos. Hoffmann-Riem (2021,
p. 135-168) defende a necessidade de uma nova teoria geral do Direito Digital, que va
além da simples adaptacdo das normas existentes. O autor propde uma abordagem
orientada por principios como protecdo por padrdo, responsabilidade algoritmica e

participagdo democratica na formulacao de normas digitais.
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A experiéncia da Unido Europeia com o Regulamento Geral de Protecdo de
Dados (GDPR) representa um avango, ao estabelecer regras claras sobre consentimento,
finalidade da coleta e portabilidade de dados. No entanto, como observa Zuboff (2021, p.
117), ¢ insuficiente proteger os dados pessoais sem enfrentar o modelo econdmico que se
nutre da coleta massiva desses dados. Ou seja, a regulacdo precisa ir além da prote¢do
formal da privacidade e atuar sobre as estruturas que sustentam o capitalismo de
vigilancia.

No Brasil, a Lei Geral de Protecdo de Dados (LGPD) também constitui um passo
importante, embora sua eficacia dependa do fortalecimento institucional da Autoridade
Nacional de Protecdo de Dados (ANPD), da capacidade de fiscalizacdo e da educacdo
digital dos cidaddos. Doneda (2021, p. 135) ressalta que a LGPD precisa ser interpretada
a luz dos direitos fundamentais, sob pena de se transformar em mera formalidade
burocrética.

Além disso, o Direito precisa atuar preventivamente, exigindo transparéncia
algoritmica, auditabilidade e explicagdes compreensiveis sobre as decisdes
automatizadas. Isso envolve a reformulagdo de principios classicos, como a legalidade, a
ampla defesa e o devido processo legal, que devem ser adaptados ao contexto das
decisdes mediadas por inteligéncia artificial. Trata-se de um esfor¢o de reconstrucdo

normativa, orientado por uma ética publica da informacao.

7. O Marco Civil da Internet e a insuficiéncia normativa brasileira

Fachin e Silva (2021, p. 230-254) realizam uma andlise critica do Marco Civil da
Internet, apontando que, embora essa legislacdo represente um avango normativo ao
consagrar principios como neutralidade da rede, privacidade e liberdade de expressdo, ela
se mostra limitada diante da complexidade do ecossistema digital contemporaneo.

A coleta continua e invisivel de dados, operada por algoritmos sofisticados,
escapa ao controle previsto pelo Marco Civil (Fachin; Silva, 2021, p. 235). Falta a
legislagdo brasileira um enfoque mais claro sobre transparéncia algoritmica,
accountability e limitacdo da extragdo comportamental. A vulnerabilidade juridica do

cidaddo conectado ¢ acentuada pela lacuna entre a letra da lei e a realidade digital.
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Ademais, a auséncia de sang¢Oes efetivas, a dificuldade de fiscalizacdo das
plataformas globais e a escassa articulagdo entre os diferentes oOrgdos reguladores
brasileiros comprometem a eficacia da protecdo dos direitos fundamentais. A LGPD e o
Marco Civil precisam dialogar de forma harménica, consolidando um sistema robusto de
governanga digital. Fachin e Silva (2021, p. 248) enfatizam que a dignidade da pessoa
humana deve nortear toda e qualquer revisdo normativa, reafirmando o papel do Estado
como garantidor dos direitos fundamentais digitais.

Nesse sentido, ¢ fundamental que o ordenamento juridico brasileiro avance na
constru¢do de uma doutrina dos direitos digitais, incorporando os principios
desenvolvidos no &ambito internacional e promovendo um ambiente digital mais

transparente, equitativo e democratico.

8. Casos emblematicos e decisdes judiciais

A discussdo tedrica sobre os riscos do capitalismo de vigilancia torna-se ainda
mais contundente quando examinada a luz de eventos concretos que evidenciam as falhas
sistémicas na prote¢do dos dados e na garantia da autodeterminagdo informativa. O
escandalo envolvendo a Cambridge Analytica e o Facebook, revelado em 2018, ¢ um
marco nesse sentido. A empresa britanica acessou indevidamente os dados de mais de 87
milhdes de usudrios da rede social, utilizando-os para manipulagdo psicopolitica em
campanhas eleitorais, como o referendo do Brexit e a eleicdo presidencial dos Estados
Unidos em 2016 (Cadwalladr; Graham-Harrison, 2018, p. 2). O episddio ilustra de forma
cristalina o uso de tecnologias para fins de vigilancia e manipulacdo, a revelia do
consentimento e da transparéncia, resultando em impactos diretos na soberania popular e
no processo democratico.

A resposta institucional, embora significativa, mostrou-se tardia e fragmentada.
No Reino Unido e nos Estados Unidos, a Cambridge Analytica enfrentou investigagdes
parlamentares e sangdes administrativas. Ja o Facebook foi condenado a pagar uma multa
recorde de 5 bilhdes de dolares pela Federal Trade Commission (FTC), em razao da
violagdo de privacidade dos usuarios (FTC, 2019, p. 1). Tais medidas, contudo, nao
impediram a perpetuagdo da logica extrativista das plataformas digitais, refor¢ando a

percepgdo de que a responsabilizacdo ainda € episodica e insuficiente.
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No Brasil, o Supremo Tribunal Federal (STF) também tem enfrentado os desafios
da prote¢ao de dados no ambiente digital. Um marco relevante foi a ADI 6.387, em que o
STF reconheceu a prote¢ao de dados pessoais como um direito fundamental autonomo,
ligado diretamente a dignidade da pessoa humana e a autodeterminagao informativa. O
ministro Alexandre de Moraes, relator da acdo, destacou que "a protecdo de dados deve
ser compreendida como parte essencial da esfera de autonomia individual em uma
sociedade hiperconectada" (STF, 2020, p. 12).

Essa decisao ¢ de extrema relevancia, pois eleva a protegao de dados ao patamar
de clausula pétrea, exigindo dos poderes publicos e das instituigdes privadas o maximo
respeito a integridade informacional dos cidaddos. Além disso, a decisdo fortalece o papel
da Autoridade Nacional de Protecdo de Dados (ANPD) e abre caminho para um controle
mais rigoroso sobre o tratamento de dados no Brasil, inclusive por plataformas globais.

Esses exemplos concretos revelam que os riscos discutidos ao longo deste artigo
(como a opacidade algoritmica, a captura da subjetividade e a erosdo da autonomia) nao
sdo meras abstragdes académicas, mas problemas reais, com efeitos tangiveis sobre as
instituigdes democraticas e os direitos das pessoas. A emergéncia de respostas
institucionais, embora positiva, precisa ser acompanhada por transformagdes mais
profundas no modelo regulatorio e na arquitetura informacional das tecnologias digitais,
sob pena de perpetuar a assimetria entre usuarios e controladores de dados (Zuboff, 2021,

p. 117).

9. Iniciativas estatais e o desafio do equilibrio entre inovacio e regulacio

A discussdo sobre capitalismo de vigilancia e os riscos a autodeterminagdo
informativa ndo pode ignorar os esforcos institucionais que vém sendo empreendidos no
ambito estatal para lidar com os desafios da era digital. Nos ultimos anos, o Brasil tem
buscado consolidar um ambiente normativo e institucional que concilie o
desenvolvimento tecnoldgico com a protegdo de direitos fundamentais, ainda que esse
equilibrio permaneca fragil e incompleto.

Uma das iniciativas mais emblematicas nesse contexto ¢ a Estratégia de Governo
Digital 2020-2022, instituida pelo Decreto n® 10.332/2020, que visa digitalizar servigos

publicos, ampliar a interoperabilidade entre sistemas governamentais e consolidar o uso
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de dados como instrumento de formulacdao de politicas puiblicas. A proposta avanga em
termos de eficiéncia administrativa, mas levanta preocupacdes quanto a transparéncia
algoritmica e ao risco de adogdo de solugdes tecnoldgicas sem o devido debate publico
(Brasil, 2020).

Complementarmente, o Plano Nacional de Internet das Coisas (IoT) e o Marco
Legal da Inteligéncia Artificial (PL 2.338/2023) também integram esse ecossistema
normativo emergente. Embora tenham o mérito de fomentar a inovacdo e o
desenvolvimento de tecnologias nacionais, tais instrumentos t€ém sido criticados pela
auséncia de mecanismos robustos de accountability, avaliagdo de impacto algoritmico e
participagdo social (Martins, 2023, p. 214). A critica central reside na dificuldade do
Estado em combinar politicas indutoras de inovagdo com estruturas de controle
preventivo e democratico.

Essa tensdo entre inovacao tecnologica e regulacdo excessiva € uma constante em
ambientes juridicos contemporaneos. De um lado, ha o receio de que regulagdes rigorosas
inibbam o empreendedorismo digital, retardem o desenvolvimento de solugdes de
inteligéncia artificial e comprometam a competitividade internacional. De outro, observa-
se que a auséncia de balizas normativas claras e de institui¢des fiscalizadoras sélidas
favorece a consolidacdo de ecossistemas opacos, centrados na extracdo de dados e na
violagdo de direitos (Doneda, 2021, p. 109).

No plano internacional, esse dilema tem sido enfrentado por meio de instrumentos
como o Al Act da Unido Europeia, que busca regular a inteligéncia artificial com base em
critérios de risco, preservando a inovacdo em setores de baixo impacto e impondo
restricdes severas a sistemas considerados de alto risco. Essa abordagem baseada em
"regulagdo proporcional ao risco" pode servir como inspiracdo para o ordenamento
brasileiro, especialmente diante da fragmentagdo normativa que ainda caracteriza a
atuagdo do Estado no campo digital (Calo, 2019, p. 42).

O Brasil, apesar de avangos importantes como a LGPD e a criacdo da Autoridade
Nacional de Protecdo de Dados (ANPD), ainda carece de um modelo coordenado de
governanga digital, que articule politicas de inovacdo com politicas de protecdo da
cidadania informacional. A ANPD, por exemplo, ainda possui limitagdes or¢amentarias e

operacionais que comprometem sua efetividade (Carvalho; Santiago, 2022, p. 87).
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Nesse cendrio, ¢ essencial que a transformagdo digital do Estado brasileiro se
fundamente ndo apenas em critérios de economicidade e eficiéncia, mas sobretudo na
centralidade dos direitos fundamentais e na soberania informacional. Como adverte
Zuboft (2021, p. 117), a legitimacdo do uso de tecnologias digitais exige uma
infraestrutura normativa robusta, que previna abusos e preserve a autonomia dos cidadaos
diante do avango das arquiteturas de vigilancia.

Portanto, o caminho a ser trilhado envolve integragdo normativa, fortalecimento
institucional, criacdo de instancias de participagdo social e incorporacao sistematica de
avaliagdes de impacto regulatorio e ético em toda inovagdo tecnoldgica de cunho estatal.
Apenas assim serd possivel equilibrar o bindmio inovagdo-regulacio em favor da

democracia informacional.

10. Licoes apendidas

A disputa global por dados, muitas vezes travada de maneira invisivel ao olhar do
cidaddo comum, representa um novo estagio na luta pelo poder no século XXI. Conforme
observa Zuboff (2021, p. 103), essa guerra ¢ caracterizada por uma assimetria radical
entre aqueles que detém os meios tecnologicos de coleta, andlise e comercializagao de
dados e aqueles que sdo objeto dessa extracao continua. Trata-se de uma guerra silenciosa
e constante, em que Estados, plataformas digitais e corporagdes transnacionais competem
pelo controle da informacao e, por consequéncia, das subjetividades.

Doneda (2021, p. 112) destaca que os dados pessoais ndo devem ser vistos como
meros ativos comerciais, mas como projecdes da personalidade. Nesse sentido, a
autodeterminagdo informativa é essencial para garantir a dignidade e a liberdade dos
cidaddos. Contudo, a logica mercantil vigente tem desfigurado essa compreensao,
subordinando os direitos informacionais a légica da rentabilidade.

O fendomeno da guerra de dados revela a existéncia de um novo territorio de
conflito geopolitico e econdmico. A extragdo de dados tornou-se central na politica
internacional, afetando diretamente a soberania informacional dos Estados. A exemplo
disso, a coleta massiva de dados por empresas transnacionais com sede nos Estados
Unidos, como Google, Amazon, Meta e Microsoft, confere aos Estados Unidos uma

vantagem estratégica sobre outras nac¢des (Zuboff, 2021, p. 116).
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Essa concentragao de poder informacional também tem implicagdes para a
soberania dos individuos. Quando as decisdes que afetam a vida cotidiana (como
concessao de crédito, acesso a servigos publicos, oportunidades de emprego e exposi¢ao a
conteudos informativos) passam a ser mediadas por algoritmos opacos, o individuo perde
o controle sobre seu destino. Como alerta Eubanks (2018), essa logica de gestdo
algoritmica tende a reproduzir desigualdades historicas e a reforgar preconceitos
sistémicos.

A guerra de dados, portanto, ndo se restringe a coleta em si, mas envolve a
modelagem de comportamentos, a manipulacdo de preferéncias e a construgdo de
realidades personalizadas. Pariser (2011) ja advertia para os riscos da "bolha de filtros",
onde os individuos passam a viver em realidades informacionais isoladas, moldadas por
algoritmos que priorizam relevancia comercial sobre pluralidade democratica.(Deseja que
eu atualize também a lista de referéncias ao final do documento com base nos autores
citados?)

A consolidagao do capitalismo de vigilancia, conforme descrito por Zuboff (2021,
p. 13-118), representa uma inflexdo historica na relacdo entre poder, tecnologia e direitos
fundamentais. A transformag¢do da experiéncia humana em matéria-prima para algoritmos
comerciais ndo apenas altera a dindmica econOmica global, mas desafia os proprios
fundamentos do constitucionalismo contemporaneo. Os principios estruturantes das trés
geragdes de direitos fundamentais — liberdade, igualdade e solidariedade — encontram-se
sob ataque num ambiente digital hostil a transparéncia, a autodeterminagdo e a justiga
distributiva.

A guerra de dados, como fendmeno global, revela que a disputa por soberania
informacional ¢ hoje um dos eixos centrais do poder. O controle sobre fluxos de
informacao permite moldar preferéncias, influenciar decisdes politicas e comerciais, €
definir os contornos da realidade social percebida. Nesse cendrio, a privacidade se torna
um bem estratégico, e a protecao de dados passa a integrar o nicleo duro da dignidade da
pessoa humana.

No caso brasileiro, a LGPD e o Marco Civil da Internet representam esforgos
iniciais relevantes, mas ainda insuficientes. Como argumentam Fachin e Silva (2021, p.

248), a auséncia de um marco normativo mais robusto e de um aparato fiscalizatorio
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efetivo agrava a vulnerabilidade dos cidaddos frente as grandes plataformas digitais. A
falta de articulacdo entre Orgdos reguladores e a caréncia de cultura juridica voltada a
protecdo da personalidade digital também comprometem a eficacia das normas em vigor.

Diante desse quadro, propde-se uma reconstru¢do do sistema juridico orientada
por trés eixos fundamentais: (1) a afirmacao da centralidade da dignidade digital como
principio juridico transversal; (2) a criagdo de mecanismos institucionais de governanga
tecnologica com participagdo social efetiva; e (3) o desenvolvimento de politicas publicas
voltadas a educacao digital critica e a promog¢ao da cidadania informacional.

E preciso, ademais, superar a dicotomia entre inovagio tecnologica e protecio de
direitos. A regulagdo ndo deve ser vista como obsticulo ao progresso, mas como
instrumento de justiga social e de equilibrio democratico. Um modelo de inovagdo
comprometido com a ética publica pode — e deve — promover tecnologias que respeitem a
privacidade, que sejam inclusivas, auditaveis e voltadas ao bem comum.

Como advertiu Zuboff (2021, p. 117), ndo basta proteger dados: é necessario
desmantelar as arquiteturas de extracdo comportamental que se nutrem da assimetria
informacional. Essa tarefa ndo ¢ apenas juridica, mas também politica, cultural e
epistemologica. Trata-se de recuperar a capacidade coletiva de governar o futuro digital,
reapropriando-se da tecnologia como instrumento emancipatério e ndo como ferramenta
de dominagao.

Portanto, a resposta a crise instaurada pelo capitalismo de vigilancia depende do
compromisso €ético com os direitos fundamentais, da mobilizacdo institucional por
marcos regulatorios eficazes e, sobretudo, da formacao de uma cidadania ativa, critica e
vigilante. Somente assim serd possivel restaurar as condi¢des de possibilidade de uma
democracia informacional baseada em liberdade real, igualdade substancial e

solidariedade digital.

11. Consideracoes finais

O presente artigo procurou investigar, sob uma perspectiva critica e
interdisciplinar, os impactos estruturais do capitalismo de vigilancia sobre os direitos
fundamentais na era digital, tomando como eixo central a obra de Shoshana Zuboff e

dialogando com autores como Wolfgang Hoffmann-Riem, Danilo Doneda e Zulmar
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Fachin. A andlise revelou que o fendmeno da coleta massiva e opaca de dados pessoais
(operada por grandes corporagdes digitais) configura uma nova arquitetura de dominagao
informacional, cujas consequéncias extrapolam o campo econdémico € comprometem os
fundamentos da dignidade humana, da autonomia individual e do Estado Democratico de
Direito.

O resumo da pesquisa aponta que estamos diante de uma transformacao profunda
na relacdo entre tecnologia, poder e Direito. O avanco da inteligéncia artificial e dos
sistemas algoritmicos ndo representa apenas um desafio técnico ou regulatorio, mas
impde uma reconfiguracdo do proprio sujeito de direitos, que passa a ser monitorado,
categorizado e modulado em tempo real. Nessa nova configuragdo, os dados pessoais
deixam de ser meros ativos digitais e se tornam proje¢des da personalidade, elementos
centrais da identidade e da liberdade dos individuos.

O problema central identificado no decorrer do estudo reside na inadequagao das
categorias juridicas tradicionais para lidar com os efeitos complexos e sistémicos do
capitalismo de vigilancia. A légica informacional contemporanea opera a margem dos
mecanismos classicos de responsabilizagdo e controle democratico, desafiando os
pressupostos constitucionais que estruturam os direitos civis, politicos e sociais. A
separacgdo entre as geracdes de direitos fundamentais se mostra obsoleta, uma vez que as
novas tecnologias de extracdo e predicdo algoritmica impdem riscos simultdneos a
liberdade, a igualdade e a solidariedade: os trés pilares que sustentam o projeto normativo
do constitucionalismo moderno.

Diante desse contexto, o objetivo geral do artigo foi promover uma reflexao
critica sobre a insuficiéncia das respostas juridicas atuais e propor caminhos normativos,
€ticos e institucionais para a reconstru¢do do Direito na era digital. Para isso, o texto
articulou os fundamentos teodricos da critica ao capitalismo de vigilancia com propostas
doutrinarias voltadas a renovacdo da teoria do Direito Digital, destacando a centralidade
da dignidade da pessoa humana como principio orientador de todo o ordenamento
juridico.

A hipdtese que sustentou a investigagdo ¢ a de que o enfrentamento eficaz dos
riscos impostos pelo capitalismo de vigilancia exige um reposicionamento do Direito

enquanto sistema adaptativo, preventivo e democratico. Esse novo modelo juridico deve
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ser capaz de agir ndo apenas sobre as consequéncias da vigilancia, mas sobre suas causas
estruturais, atuando desde o desenho técnico das tecnologias (por meio de principios
como privacy by design), exigindo transparéncia algoritmica, auditabilidade e
responsabilizacdo dos agentes que operam as infraestruturas digitais. Em suma, o Direito
precisa recuperar sua fun¢do de mediagdo ética entre inovacgdo tecnologica e justica
social, enfrentando a logica de opacidade e exploracdo que define a era digital.

A metodologia adotada foi de natureza qualitativa, com abordagem tedrico-
dogmatica e interdisciplinar, fundamentada na analise critica da bibliografia especializada
e dos marcos normativos nacionais € internacionais. Foram mobilizados conceitos
oriundos do Direito Constitucional, da Filosofia Politica, da Ciéncia da Computacdo e da
Sociologia da Informagao, o que permitiu uma leitura ampla e profunda do fenomeno em
estudo. A partir dessa abordagem, foi possivel evidenciar que a regulagao juridica da era
digital ndo pode se restringir a atualiza¢do formal de dispositivos legais, mas requer uma
transformagdo paradigmatica, capaz de reposicionar o Direito como elemento central na
defesa da autonomia informacional e da cidadania digital.

Com base nos dados analisados e nos argumentos desenvolvidos, pode-se afirmar
que o capitalismo de vigilancia constitui uma ameaca estrutural a democracia. O processo
de coleta, tratamento e comercializagdo de dados pessoais realizado por plataformas
digitais escapa ao controle dos proprios titulares dos dados, submetendo os individuos a
dindmicas de monitoramento constante, personalizacdo de experiéncias € modulaciao de
comportamento. Essa forma de poder, que atua de modo invisivel e preditivo,
compromete a liberdade de escolha, mina a esfera publica e naturaliza a vigildncia como
pratica cotidiana.

Além disso, a concentracdo do poder informacional nas maos de poucas
corporacdes globais cria um cendrio de assimetria cognitiva e econdmica, em que 0s
cidaddos tornam-se cada vez mais vulneraveis e os Estados, frequentemente, perdem sua
capacidade de regular de forma efetiva as novas infraestruturas tecnologicas. A chamada
"guerra de dados", conforme discutido ao longo do texto, expressa essa disputa
geopolitica por soberania informacional, na qual os dados se convertem em instrumentos

de dominagdo e vantagem estratégica.
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Nesse cenario, as respostas juridicas tradicionais (baseadas em modelos
normativos fragmentados, em consentimentos formais e na reatividade institucional)
mostram-se claramente insuficientes. A experiéncia brasileira, com o Marco Civil da
Internet e a Lei Geral de Prote¢do de Dados, revela avancos importantes, mas ainda
carece de integracdo normativa, capacidade fiscalizatoria e mecanismos eficazes de
enforcement. Conforme salientado por Fachin e Silva (2021), ¢ imprescindivel que essas
normas sejam interpretadas sob a perspectiva dos direitos fundamentais, com énfase na
protecao da personalidade digital e na afirmag¢do da dignidade humana como valor central
do sistema juridico.

Diante disso, as consideracdes finais deste artigo apontam para a urgéncia de uma
reconstru¢do do Direito Digital que esteja a altura dos desafios contemporaneos. Essa
reconstrugdo deve se orientar por trés eixos fundamentais:

(1) Afirmacdo da dignidade digital como principio transversal: a protecdo dos
dados pessoais deve ser compreendida como garantia da integridade da pessoa humana, e
nao apenas como mecanismo de compliance corporativo. A dignidade digital deve
orientar todas as politicas publicas e decisdes juridicas relacionadas a tecnologia,
informacgao e comunicagao.

(i) Criagdo de mecanismos institucionais de governanga tecnoldgica com
participagdo social efetiva: é necessario estabelecer estruturas regulatdrias robustas, com
competéncia técnica e legitimidade democratica, capazes de fiscalizar e auditar os
sistemas algoritmicos utilizados por plataformas privadas e instituigdes publicas. A
transparéncia, a explicabilidade e a auditabilidade devem ser principios obrigatdrios para
toda tecnologia que interfira em direitos fundamentais.

(i11) Promog¢dao de uma educacdo digital critica e cidada: a formag¢do de uma
cultura juridica e politica voltada a cidadania informacional ¢ condi¢do indispensavel
para que os individuos compreendam os riscos da vigilancia digital e possam exercer seus
direitos de maneira consciente e ativa. Sem uma populacdo informada, a prote¢dao de
dados e a liberdade digital permanecem como abstragdes formais, sem concretude
pratica.

Em sintese, a transi¢do para uma sociedade verdadeiramente digital e democratica

depende ndo apenas de inovagdes tecnoldgicas, mas, sobretudo, de escolhas politicas e
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juridicas comprometidas com os valores da justi¢a, da liberdade e da igualdade. O
Direito, longe de ser um obstdculo ao progresso, deve ser compreendido como o
instrumento privilegiado para garantir que o desenvolvimento tecnologico se alinhe ao
bem comum e a protecdo dos mais vulneraveis.

Assim, conclui-se que a superacdo do modelo atual de capitalismo de vigilancia
requer um esforco coletivo, transnacional e interdisciplinar, no qual juristas, legisladores,
tecndlogos e cidaddos atuem conjuntamente para refundar os pardmetros de convivéncia
digital. E necessario recuperar a capacidade coletiva de governar o futuro tecnologico,
reapropriando-se da informagdo como bem publico, da privacidade como valor
inegociavel e da cidadania como prética ativa e transformadora.

A era digital ndo pode ser sindonimo de regressao democratica. Ao contrario, deve
ser a oportunidade para construir um novo pacto normativo, centrado na dignidade da
pessoa humana, na soberania informacional e na justica social: fundamentos inegociaveis

de qualquer projeto de civilizagdo verdadeiramente democratico.
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