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XXXII CONGRESSO NACIONAL DO CONPEDI SAO PAULO - SP
DIREITO, GOVERNANCA E NOVASTECNOLOGIASIII

Apresentacdo

O XXXII Congresso Nacional do CONPEDI, realizado nos dias 26, 27 e 28 de novembro de
2025, teve como sede a cidade de S&o Paulo, sendo acolhido com exceléncia pela
Universidade Presbiteriana Mackenzie. O evento reafirmou a centralidade da pesquisa
juridica no enfrentamento dos desafios contemporaneos impostos pela transformagao digital,
pelas inovagdes tecnol dgicas e pelas novas formas de governanga e controle institucional.

O GT10 — Direito, Governanca e Novas Tecnologias 11, realizado no dia 26 de novembro,
reuniu pesquisadoras e pesguisadores de diversas regides do Brasil para discutir os mltiplos
impactos das tecnol ogias emergentes sobre os direitos fundamentais, a administracéo publica,
aprotecdo de dados, a sustentabilidade e a ordem democrética.

Os artigos apresentados passaram por dupla avaliagdo cega por pares, garantindo rigor
académico e exceléncia cientifica. A partir da andlise dos trabalhos, foram identificados seis
€iX0s temdaticos principais, que organizam os anais de forma a evidenciar os distintos focos
de abordagem e permitir ao leitor um percurso estruturado pelo contetido:

Protecdo de Dados Pessoais, Privacidade e Identidade Digital - Este eixo reline estudos que
exploram a protecdo de dados pessoais sob a Otica da privacidade, da publicidade
institucional, da sustentabilidade e da constru¢do de novas categorias juridicas, como a
identidade digital.

1 - Big Data e direitos fundamentais: uma andlise interdisciplinar dos impactos na
privacidade e protecdo de dados pessoais no ordenamento juridico brasileiro

2 - Dados pessoais e desenvolvimento sustentével: fundamentos e desafios do direito a
privacidade no século XXI

3 - A protecdo de dados pessoais dos servidores publicos do Tribunal de Justica do Distrito
Federal e dos Territorios: conflito entre publicidade e privacidade?

4 - A protecéo de dados pessoais como direito difuso e a sustentabilidade no uso de dados
pessoais



5 - A protecdo constitucional da identidade digital: um novo paradigma dos direitos da
personalidade na era dainformacéo

6 - A norma ABNT NBR ISO/IEC 27701 como instrumento de suporte a Lel Geral de
Protecéo de Dados

7 - A Lei Gera de Protecdo de Dados Pessoais: 0s servicos extragjudiciais — governanca e
boas préticas

Inteligéncia Artificial, Sistema de Justica e Direitos Fundamentais - Debate as aplicacbes da
inteligéncia artificial no Judiciario e os dilemas éticos, institucionais e regulatérios que

envolvem a sua adocdo em contextos democréticos e de protecdo aos direitos.

8 - A inteligéncia artificial e o Poder Judiciario: reflexdes sobre a prestacéo jurisdicional e a
concretizacdo da cidadania

9 - Entre algoritmos e direitos: a reconstrucdo do direito frente ao capitalismo de vigilancia

10 - Entre o algoritmo e a consciéncia: impactos das decisdes automatizadas no Judiciério e a
urgéncia da educacdo em direitos humanos

11 - A governanca da inteligéncia artificial e os arranjos ingtitucionais. entre inovacéo
tecnol 6gica e a protecédo de garantias fundamentais

12 - Regular ou ndo ainteligéncia artificial, essa é a questéo principa ?

13 - O uso do sistema MIDAS pelo Tribunal de Justica do Estado do Ceara inovacéo
tecnol 6gica para a concretizagdo do principio da duracdo razoavel do processo

14 - Entre a liberdade de expressao e os direitos da personalidade: desafios da inteligéncia
artificial na propaganda eleitoral aluz da condicéo de pessoas expostas politicamente

15 - Inteligéncia artificial e protecéo das comunidades indigenas em contextos globais
Governanca Digital e Sustentabilidade — Reline trabalhos que tratam da relacéo entre

governanca institucional e sustentabilidade, especialmente em temas como compliance
ambiental, cidades inteligentes e estratégias de desenvolvimento sustentavel.



16 - Governanca digital sustentavel e protecdo de dados em cidades inteligentes. desafios
juridicos no Antropoceno

17 - Governanca corporativa e compliance ambiental : estratégias para uma gestéo sustentavel
eeficaz

18 - A inteligéncia artificial como instrumento de fortal ecimento do compliance ambiental

19 - A democratizacdo da energia no Brasil: uma andlise sobre 0 acesso e as possibilidades
originadas pela energia solar

Inclusdo, Acessibilidade e Justica Digital - Trabalhos que discutem as lacunas e
desigualdades digitais, especialmente em relacdo a acessibilidade e a implementacdo de
tecnologias digitais no poder publico.

20 - Acessibilidade negligenciada: capacitismo digital nas redes sociais do governo federal

21 - Jurimetriae o Direito brasileiro — estatistica e conceitos preliminares — aplicabilidade

Infancia, Direitos Digitais e Exposicdo Prematura - Este eixo foca nos desafios da regulacdo
da exposicdo digital de criancas e adolescentes e nos caminhos juridicos para protecdo da
inféncia no ambiente virtual.

22 - Adultizacéo infantil no meio ambiente digital: entre lacunas regulatérias e a construcéo
de caminhos de protecdo juridica

Plataformas Digitais, Regulagdo e Impactos Psicossociais - Reflete sobre os impactos sociais
e econémicos das plataformas digitais, abordando questfes regulatérias, manipulacdo de
resultados e protecéo do consumidor.

23 - A ascensdo das plataformas de apostas digitais no Brasil: uma anadlise dos impactos
psicossociais, da manipulacéo de resultados e dos desafios regulatérios

Os trabalhos reunidos neste volume demonstram o vigor da producdo académica brasileira
em torno dos desafios impostos pelas tecnol ogias emergentes e reafirmam o papel do Direito
COmo campo estratégico para a mediagdo entre inovagdo e protecdo de garantias

fundamentais. A todos os(as) pesquisadores(as), coordenadores(as) e avaliadores(as),

registramos nossos agradeci mentos por suas valiosas contribui coes.
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A INTELIGENC~IA ARTIFICIAL E O PODER JUDICIARIOi REFLEXOES SOBRE
A PRESTACAO JURISDICIONAL E A CONCRETIZACAO DA CIDADANIA

ARTIFICIAL INTELLIGENCE AND THE JUDICIARY: PERSPECTIVESON THE
DELIVERY OF JUSTICE AND THE REALIZATION OF CITIZENSHIP

Augusto Martinez Perez Filho 1
Edmundo Alves De Oliveira 2
Pedro Alonso das Neves Braga 3

Resumo

Esta pesquisa analisa a intersecdo entre inteligéncia artificial (IA) e o Poder Judiciéario
brasileiro, investigando suas implicagdes na prestacdo jurisdicional e na concretizagdo da
cidadania. Assumindo que a eficiéncia deve se alinhar a uma justica ética, transparente e
socialmente equitativa, o artigo explora o panorama da adoc&o da | A nas cortes, incluindo o
arcabouco normativo do CNJ e projetos em curso. Aborda-se o potencial dalA para otimizar
processos, mas, em contraponto, examinam-se desafios existentes como vieses que ampliam
desigualdades, a opacidade algoritmica e o risco de despersonalizacdo da justica. Diante
disso, propde-se um modelo de governanca humanocéntrica, destacando a "IA
Humanocéntrica para Servicos de Assisténcia Legal" e a "Clausula de Reversibilidade
Tecnoldgica' para garantir que ainovagao sirva a emancipacdo dos individuos e a defesa dos
direitos fundamentais. A andlise se estende a perspectivas internacionais, tragando paralelos
com a regulamentacdo europeia para reforcar a necessidade de uma abordagem cautelosa e
eticamente orientada. Conclui-se que alA, para ser um verdadeiro instrumento de cidadania,
deve ser compreendida como um meio para fortalecer, e ndo substituir, o julgamento
humano, exigindo um compromisso politico-institucional com ajustica social e a protecéo da
dignidade humana na transformacéo digital.

Palavras-chave: Inteligéncia artificial, Poder judiciério, Acesso ajustica, Cidadania,
Governanca algoritmica

Abstract/Resumen/Résumé

This research analyzes the intersection of artificial intelligence (Al) and the Brazilian
Judiciary, investigating its implications for the administration of justice and the realization of
citizenship. Based on the premise that efficiency must align with ethical, transparent, and

1 Doutor em Direito pela Faculdade Autdnomade Direito (FADISP). Mestre em Direito pela Universidade
Estadual Paulista“Jdlio de Mesquita Filho”. Professor no Programa de Mestrado da Universidade de
Araraguara (UNIARA).

2 Doutorado/Mestrado em Ciéncias Sociais pela Universidade Estadual Paulista Jilio de Mesquita Filho,
UNESP. Coordenador e Professor Titular do Mestrado Profissional em Direito e Gestéo de Conflitos
Universidade de Araragquara.

3 Mestrando em Direito e Gestéo de Conflitos pela Universidade de Araraquara (UNIARA).
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socially equitable justice, the article explores the landscape of Al adoption in the courts,
including the regulatory framework of the National Council of Justice (CNJ) and ongoing
projects. It addresses the potential of Al to optimize processes, while, in contrast, it examines
existing challenges such as biases that amplify inequalities, algorithmic opacity, and the risk
of depersonalizing justice. In light of this, a human-centric governance model is proposed,
highlighting a "Human-Centric Al for Legal Aid Services' and a "Technological
Reversibility Clause" to ensure that innovation serves the emancipation of individuals and the
defense of fundamental rights. The analysis extends to international perspectives, drawing
parallels with European regulations to reinforce the need for a cautious and ethically oriented
approach. The study concludes that for Al to be a true instrument of citizenship, it must be
understood as a means to strengthen, not replace, human judgment, requiring a political-
institutional commitment to social justice and the protection of human dignity in the digital
transformation.

K eywor ds/Palabr as-claves/M ots-clés: Artificia intelligence, Judiciary, Accessto justice,
Citizenship, Algorithmic governance
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1 INTRODUCAO

1.1 A Transformac¢ao Digital no Sistema de Justica e a Emergéncia da Inteligéncia

Artificial

A contemporaneidade ¢ inegavelmente moldada pela crescente influéncia das
tecnologias digitais, que permeiam e redefinem as estruturas sociais, economicas e, de forma
cada vez mais acentuada, juridicas. Nesse cenario de profunda e acelerada transformacgao, o
Poder Judiciério brasileiro, assim como outros sistemas de justica globais, encontra-se imerso
no que se convencionou chamar de "Justiga 4.0", um fenomeno caracterizado pela
incorporacdo massiva de ferramentas tecnoldgicas avangadas, dentre as quais a inteligéncia
artificial (IA) emerge como protagonista. Longe de ser uma mera promessa futurista ou um
conceito restrito a ficgdo cientifica, a IA manifesta-se pragmaticamente no cotidiano dos
tribunais e instituigdes juridicas, operando por meio de algoritmos de machine learning que
processam e analisam vastos volumes de dados, realizando tarefas que, até entdo,
demandavam a execucdo manual de magistrados e servidores. Este movimento de
digitalizagcdo e automagao ¢, em grande medida, uma resposta estrutural a persistente crise de
eficiéncia e celeridade que historicamente aflige o Judiciario brasileiro, um problema
reconhecido e mitigado, mas ainda presente, cuja superacdo ¢ algcada a categoria de direito
fundamental pelo artigo 5°, inciso LXXVIII, da Constituicdo Federal, que garante a todos a
razoavel duragdo do processo € os meios que garantam a celeridade de sua tramitacdo. A IA,
nesse contexto, surge como uma potente aliada, capaz de otimizar fluxos processuais, reduzir
gargalos operacionais e, em tese, acelerar a entrega da prestagdo jurisdicional. Entretanto, a
adocdo dessa tecnologia, embora carregue um potencial imenso para modernizar o sistema de
justica, ndo estd isenta de riscos e complexidades, levantando questdes que transcendem a
mera otimizacdo e tocam na propria natureza do julgamento humano, na preservagdo dos

direitos fundamentais e na constru¢do de uma sociedade mais justa e igualitaria.
1.2 A Prestac¢ao Jurisdicional: Eficiéncia, Cidadania e Justica Social

A tese central que permeia as reflexdes deste artigo reside na premissa de que a
prestagao jurisdicional no Brasil, ao buscar a eficiéncia e a celeridade conforme os ditames
constitucionais, deve, concomitantemente, e de forma indissociavel, representar a
concretizacdo plena da cidadania. Isso implica que as decisdes judiciais, embora facilitadas
por tecnologias avangadas, precisam ser eticamente balizadas, transparentes em sua

fundamentagdo, sustentaveis em seus impactos sociais € ambientais, e, sobretudo, alinhadas
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aos imperativos da justica social. A mera agilidade processual, desacompanhada desses
pilares éticos e sociais, corre o risco de desumanizar o sistema, transformando a justica em um
mero processo mecanico, distante das necessidades e das vulnerabilidades das pessoas que
buscam o Judicidrio. O conceito de acesso a justi¢a, amplamente discutido por autores como
Mauro Cappelletti e Bryant Garth, e atualizado por Kazuo Watanabe, transcende a mera
possibilidade formal de ingresso em juizo, exigindo condi¢des materiais para que individuos e
grupos sociais, especialmente aqueles em situagdo de vulnerabilidade, possam participar
ativamente dos processos judiciais e administrativos, reivindicando e concretizando seus
direitos de forma equitativa (Cappelletti; Garth, 1988, p. 12; Watanabe, 2019, p. 9). E nesse
sentido que a "justica social" se torna o cerne da avaliagdo da tecnologia no ambiente juridico,
pois ela reflete uma preocupacdo fundamental com a protecdo dos direitos das pessoas
comuns, em contraposi¢do a uma concepgao restrita de justica como simples aplicacdo das
regras de direito aos fatos (Cappelletti; Garth, 1988, p. 93). Nesse contexto, as institui¢des de
assisténcia juridica publica emergem como essenciais e estratégicas, com a missdao
constitucional de promover a assisténcia juridica integral e gratuita aqueles que ndo possuem
recursos. Elas se posicionam na linha de frente para garantir que a inovagao tecnologica seja
um vetor de inclusdo e ndo de exclusdo, atuando como um contrapeso necessario para

preservar o contraditorio, a ampla defesa e a isonomia no acesso as solugdes juridicas.
1.3 Objetivo, Metodologia e Estrutura do Artigo

Diante desse cendrio complexo e multifacetado, o presente artigo tem como objetivo
precipuo analisar a inser¢do da inteligéncia artificial no Poder Judicidrio brasileiro, propondo
uma reflexdo sobre como essa tecnologia pode e deve ser empregada para, simultaneamente,
otimizar a prestacao jurisdicional e assegurar a concretizacdo da cidadania, sempre com base
em principios éticos, de transparéncia, sustentabilidade e justica social. A metodologia
adotada para o desenvolvimento desta pesquisa € de carater tedrico-exploratorio e qualitativo.
Fundamenta-se em uma exaustiva revisdo bibliografica, com especial aten¢do aos conceitos
de acesso a justica formulados por Cappelletti e Garth, e por Kazuo Watanabe, que servem
como pilar tedrico para a compreensao do problema. Além disso, a pesquisa se baseia na
andlise normativa de marcos regulatorios brasileiros e internacionais relativos a ética da
inteligéncia artificial e ao acesso a justica, com destaque para as resolu¢des do Conselho

Nacional de Justiga.

A estrutura do artigo estd organizada em quatro topicos centrais de desenvolvimento,

além desta introdugdo, uma conclusdo e as referéncias bibliograficas. O primeiro topico, "A
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Inteligéncia Artificial no Poder Judicirio Brasileiro: Panorama, Marco Regulatdrio e Projetos
em Destaque", apresenta um panorama da adog¢do da IA no Brasil, a evolugdo do marco
regulatério do CNJ e os projetos emblematicos em andamento, analisando a dualidade entre
eficiéncia e acesso. O segundo topico, "A Inteligéncia Artificial como Vetor para a Celeridade
e a Democratizacdo da Justica", explora o potencial da IA para aprimorar a eficiéncia e a
celeridade da prestagdo jurisdicional, bem como sua capacidade de democratizar o
conhecimento juridico e promover a justica social. O terceiro topico, "Desafios Eticos e
Operacionais da IA no Poder Judicidrio: Vieses, Opacidade e a Constru¢do de uma
Governanca Humanocéntrica", aprofunda-se nos riscos éticos € operacionais, como os vieses
algoritmicos, a falta de transparéncia e a despersonalizagdo, propondo modelos de governanga
humanocéntrica e de reversibilidade tecnologica. Finalmente, o artigo apresentara as
"Perspectivas Globais e a Convergéncia para um Futuro Sustentivel da IA na Justiga",
contextualizando a experiéncia brasileira com as tendéncias internacionais e consolidando as
conclusdes e recomendagdes estratégicas para a integragdo ética e responsavel da IA no
sistema de justica. A relevancia deste estudo reside na urgéncia de se promover um debate
qualificado sobre a tecnologia no Direito, buscando alinhar a inovacao a protecdo de direitos
humanos e a constru¢do de um paradigma de transformacgdo digital comprometido com a
democratizagdo do sistema de justi¢a, a promocdo da equidade e a centralidade da dignidade

humana.

2 A INTELIGENCIA ARTIFICIAL NO PODER JUDICIARIO BRASILEIRO:
PANORAMA, MARCO REGULATORIO E PROJETOS EM DESTAQUE

2.1 A Realidade da IA nas Cortes Brasileiras e a Resposta Institucional a Crise de

Eficiéncia

O cenario do Poder Judiciario brasileiro ¢, atualmente, um terreno fértil para a
experimentacdo e implementagdo de solugdes baseadas em inteligéncia artificial, marcando
uma fase significativa na trajetoria da transformacao digital do sistema de justica. A busca
incessante por maior eficiéncia e celeridade na tramitagdo dos processos, um anseio historico
da sociedade e um imperativo constitucional, tem impulsionado a adocdo de tecnologias
inovadoras. Conforme dados do Conselho Nacional de Justica, em 2023, impressionantes
66% dos 6rgaos judicidrios brasileiros ja faziam uso de alguma forma de inteligéncia artificial
em suas operacOes (levantamento feito com 91 Tribunais e 3 Conselhos), o que demonstra a

abrangéncia e a profundidade dessa transicao tecnologica no pais (Brasil, 2024, p. 27).
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No entanto, essa expansdo da justica digital, embora traga inegéaveis beneficios em
termos de agilidade e economicidade, ndo se desenrola sem desafios substanciais,
principalmente no que tange a inclusao digital. A no¢ao de um "mundo hiperconectado"
confronta-se com a persistente realidade de profundas desigualdades no acesso as tecnologias
da informagdo e comunicagdo no Brasil. O Modulo de Tecnologia de Informacdo e
Comunicacao da Pesquisa Nacional por Amostra de Domicilios Continua (PNAD Continua
TIC 2023), realizada pelo Instituto Brasileiro de Geografia e Estatistica (IBGE), revela que,
embora 88,0% das pessoas com dez anos ou mais utilizassem a internet, essa média esconde
disparidades acentuadas: em dareas rurais, o percentual cai para 76,6%, enquanto nas areas
urbanas atinge 89,6%. Mais preocupante ainda ¢ o dado de que entre os 12% das pessoas que
ndo utilizaram a internet no periodo pesquisado, 75,5% sao pessoas sem instrucdo ou com
ensino fundamental incompleto (IBGE, 2024). Essa exclusdo digital representa uma nova
barreira de acesso a informagdo e, por conseguinte, ao proprio sistema de justica, gerando um
fenomeno de marginalizacdo que representa uma ameaga para a democratizacdo da justica
(Sadek, 2014). Nesse contexto, a inteligéncia artificial, embora promissora para auxiliar na
gestdo da sobrecarga processual, na triagem de demandas e na automacgdo de atividades
repetitivas, precisa ser cuidadosamente implementada para ndo acentuar essas desigualdades,
exigindo que o Estado promova politicas de capacitagdo digital, producao de conteudo em
linguagem simples e plataformas acessiveis, conforme a premente necessidade de uma

abordagem humanizada na sua aplicagao.
2.2 O Arcabouco Normativo: Da Resolucao 332/2020 a Resolucao 615/2025 do CNJ

A trajetéria de regulamentacdo da inteligéncia artificial no Poder Judicidrio brasileiro
reflete uma evolugdo gradual e um crescente amadurecimento institucional diante dos desafios
e oportunidades que a tecnologia apresenta. O primeiro passo significativo nesse percurso foi
a edicdo da Resolugao CNJ 332/2020, que, ao estabelecer principios como a preservacdo da
igualdade e a ndo discriminagdo, langou as bases para uma abordagem ética na utiliza¢ao de
ferramentas de IA. No entanto, a experiéncia acumulada ao longo de cinco anos com a
tecnologia, marcada pela rapida expansao de sua aplicagdo, impulsionou uma evolugdo
normativa que culminou na aprovagdo da Resolugdo CNJ 615/2025, um marco regulatdrio
mais abrangente e sofisticado. A nova norma refor¢a a centralidade da pessoa humana e o
respeito aos direitos fundamentais como principios norteadores para toda e qualquer inovagao

tecnologica no sistema de justica.
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Um dos pilares da Resolugdo 615/2025 ¢ a determinagdo explicita de que a
inteligéncia artificial ndo pode, em hipdtese alguma, atuar como um instrumento auténomo de
tomada de decisdes judiciais. O uso dessas ferramentas ¢ categoricamente definido como
auxiliar e complementar a atividade humana, mantendo a responsabilidade integral pelas
decisdes e pelas informacdes nelas contidas com o magistrado (art. 19, §3°, II c/c art. 20, 1V,
ambos da Resolucdo 615/2025). Essa abordagem, que veda o julgamento puramente
automatizado, sinaliza uma postura de cautela e prudéncia, alinhada a um consenso
internacional sobre os limites éticos da tecnologia no dominio da justiga. Uma inovagao de
particular relevancia introduzida pela Resolucdo 615/2025 ¢ a criagdo de um sistema de
classificagdo de riscos em dois niveis para os sistemas de [A. Ferramentas de baixo risco, que
executam fungdes acessorias como a extracdo e organizagao de informacgdes processuais, S0
submetidas a requisitos menos rigorosos. Por outro lado, sistemas de alto risco, que possuem
o potencial de influenciar diretamente o julgamento de um caso — como aqueles que preveem
sentencas ou analisam padrdes de comportamento —, exigem auditorias rigorosas € a
implementagdo de mecanismos robustos para prevenir € mitigar vieses discriminatorios (art.
11, §1°). A governanca € o monitoramento continuo da ITA sdo, ademais, refor¢ados pela
criacdo de um Comité Nacional de Inteligéncia Artificial, composto por representantes de
diversos setores da sociedade (art. 15). Embora a Resolugdo 615/2025 respeite a autonomia
dos tribunais para desenvolver solugdes adaptadas a seus contextos especificos, a norma
impde a observancia de padrdes nacionais de transparéncia e auditoria, garantindo que a
inovagdo tecnoldgica ndo comprometa a coesdo do sistema e seus principios éticos
fundamentais. Em complemento a esse arcabouco normativo, destaca-se a tramitacdo no
Congresso Nacional do PL 2338/2023 (aprovado no Senado e em andlise na Camara dos
Deputados), que busca disciplinar o desenvolvimento e a utilizagdo de tecnologias de IA,

estabelecendo principios e diretrizes para seu uso ético e responsavel no Brasil.
2.3 Projetos Emblematicos e a Dualidade de Propdsitos da TA

A implementacdo da inteligéncia artificial no Judiciario brasileiro ndo ¢ apenas uma
questao regulatdria, mas uma realidade operacional em constante expansao, materializada em
diversos projetos que ilustram a amplitude e a diversidade de suas aplicagdes. Os projetos
desenvolvidos podem ser categorizados, de forma geral, em duas grandes vertentes: aqueles
focados primariamente na eficiéncia interna do Judiciario e aqueles que se voltam para

aprimorar o acesso ¢ a transparéncia para o cidadao.
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No primeiro grupo, os projetos visam otimizar tarefas repetitivas e burocraticas que
consomem um tempo consideravel de magistrados e servidores, acelerando os fluxos de
trabalho e liberando o capital humano para atividades mais complexas e de maior valor
agregado. Exemplos notdveis incluem o recente motor de IA generativa S7J Logos,
desenvolvido internamente pelo Superior Tribunal de Justica para acelerar a producdo de
decisdes e a analise de documentos, contribuindo significativamente para a eficiéncia e
produtividade da corte (Vital, 2025). De forma similar, o Supremo Tribunal Federal (STF)
tem inovado com ferramentas como o robo Victor, que realiza a leitura de recursos ¢ identifica
casos de repercussdo geral com alta precisdo, e a VitorlA, que € capaz de agrupar milhares de
processos por similaridade de tema em questdo de minutos, otimizando drasticamente o
trabalho manual e permitindo que as equipes se concentrem em analises mais aprofundadas e

complexas (Abreu; Mozetic, 2024).

No segundo grupo, as iniciativas direcionam-se especificamente ao cidadao, buscando
democratizar o acesso a justi¢a e tornar o sistema mais compreensivel e acolhedor. O sistema
SOFIA (Sistema de Orientagdo e Facilitagdo de Informagdes e Acessibilidade) do Tribunal de
Justica de Minas Gerais (TJIMG) ¢ um exemplo paradigmatico dessa abordagem. Utilizando
IA generativa, a ferramenta traduz o complexo vocabuldrio juridico presente em decisdes,
mandados e sentencas para uma linguagem simples e acessivel, disponibilizada por meio de
um QR Code que direciona para uma plataforma moével (TIMG, 2024). Esse projeto nao
apenas democratiza o acesso a informagdo juridica, mas também incorpora recursos de
acessibilidade, como comandos de voz e leitura de dudio, empoderando o jurisdicionado a
compreender seu proprio processo de forma autdnoma. A iniciativa do TIMG demonstra um
deslocamento estratégico do foco da tecnologia, que passa de uma mera ferramenta interna
para servir diretamente ao publico, transformando o acesso a justica em uma experiéncia mais
transparente e inclusiva. Essa dicotomia de propoésitos — eficiéncia interna versus acesso €
transparéncia para o cidaddo — ¢ um ponto central para avaliar o real impacto da IA na
efetivacdo da cidadania, salientando a importancia de que a inovagao tecnologica nao se
limite a ganhos operacionais, mas promova, sobretudo, a dignidade humana e a equidade no

sistema de justica.

3 A INTELIGENCIA ARTIFICIAL COMO VETOR PARA A CELERIDADE E A
DEMOCRATIZACAO DA JUSTICA

3.1 Celeridade e Eficiéncia: O Imperativo Constitucional e a Otimizacdo da Prestacio

Jurisdicional
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A busca pela celeridade e eficiéncia na prestagdo jurisdicional ndo ¢ uma mera
conveniéncia administrativa, mas um imperativo constitucional intrinseco ao direito
fundamental a razoavel duracdo do processo, consagrado no artigo 5°, inciso LXXVIII, da
Constituicdo Federal de 1988. Este dispositivo assegura a todos, no ambito judicial e
administrativo, a duracdo razoavel do processo € 0os meios que garantam a celeridade de sua
tramitacdo, posicionando a eficiéncia como um pilar essencial para a efetivacdo da justica.
Nesse contexto, a inteligéncia artificial tem se revelado uma aliada poderosa na otimizagao da
prestacdo jurisdicional, atuando como um catalisador para a redu¢do da morosidade e da
burocracia que historicamente marcam o sistema judicial brasileiro. A [A se destaca na
automacdo de tarefas repetitivas e burocraticas, liberando magistrados e servidores para se
dedicarem a atividades que demandam maior complexidade intelectual e julgamento humano.
A andlise de grandes volumes de dados, a extracdo de informacdes relevantes de documentos
processuais, a triagem e classifica¢do de casos, e a recomendagdo de precedentes sdo algumas
das atividades nas quais a tecnologia proporciona melhorias significativas de produtividade e

agilidade.

A celeridade proporcionada pela IA, entretanto, ndo deve ser compreendida como um
fim em si mesma, mas como um meio estratégico para a concretizacdo da cidadania. A
otimizagdo da atividade jurisdicional por meio da tecnologia transcende a mera eficiéncia
processual. Ao automatizar tarefas repetitivas, a inovagdo permite que magistrados e
servidores se dediquem a atividades que exigem a cogni¢ao humana. Entre estas, destacam-se
a reflexdo juridica aprofundada e o juizo de valor ético e contextualizado, elementos
indispensdveis a uma tutela jurisdicional efetiva e qualificada. Trata-se, portanto, de
potencializar as dimensdes da atividade judicial que sdo inerentemente humanas e que
constituem o cerne de uma prestagdo jurisdicional qualificada, ao mesmo tempo que se

reduzem os custos associados a lentiddo do sistema judicial.
3.2 Acesso a Justica e Democratizacio do Conhecimento Juridico na Era Digital

A inteligéncia artificial oferece um potencial transformador para o aprimoramento do
acesso a justica e a democratizacdo do conhecimento juridico, atuando na superagdo de
barreiras historicas que tradicionalmente alijam grande parte da populagdo do sistema judicial.
O conceito de acesso a justica, delineado por Cappelletti e Garth em suas "ondas
renovatorias", e posteriormente expandido por outros autores, evoluiu desde a garantia de
assisténcia judiciaria e a tutela de interesses coletivos até a simplificagdo de procedimentos.

Mais recentemente, a "justica digital" e o uso de tecnologias como a IA foram identificados
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como uma das novas "ondas" ou fases desse processo de renovacao, visando promover maior
inclusdo e efetividade na tutela jurisdicional (Oliveira, 2023; Martins; Mocellin, 2025). Nesse
sentido, a IA pode atuar como um motor poderoso para mitigar a assimetria de informagoes,
capacitando o cidaddo a tomar decisdes mais informadas sobre seus direitos e a compreender

melhor o funcionamento do sistema de justica.

Como citado anteriormente, um exemplo notavel dessa potencialidade ¢ o sistema
SOFIA do Tribunal de Justica de Minas Gerais (TJIMG), que prioriza a experiéncia do
jurisdicionado ao utilizar IA generativa para traduzir o complexo "juridiqués" presente em
decisdes, mandados e sentencas para uma linguagem simples e acessivel, representando um
esfor¢co concreto para tornar a justica mais transparente e acolhedora. Ao fazer isso, o projeto
aborda uma das maiores fontes de distanciamento entre a justica e a populacao: a opacidade
da linguagem técnica. Esse tipo de inovagdo ¢ fundamental para a cidadania, pois emprega a
tecnologia para servir diretamente ao publico, em vez de se concentrar unicamente em ganhos

internos de produtividade institucional.

3.3 A Inteligéncia Artificial a Servico da Justica Social: Etica e Sustentabilidade
Decisoria

A inser¢do da inteligéncia artificial no Poder Judiciario brasileiro, em sua busca por
eficiéncia e celeridade, deve ser intrinsecamente orientada pela premissa de que a tecnologia,
para ser verdadeiramente um instrumento de progresso, precisa estar a servigo da justica
social, da ética e da sustentabilidade deciséria. A tese de que ndo basta alcangar a mera
eficiéncia, mas que as decisdes devem ser eticamente balizadas, transparentes em sua
fundamentagdo, sustentaveis em seus impactos e socialmente justas, ¢ o cerne de uma
abordagem que visa a concretizagdo plena da cidadania. Cappelletti e Garth ja apontavam
para essa "mudanca radical na hierarquia de valores servida pelo processo civil", na qual a
preocupacao fundamental se volta para a "justica social" e para a protecdo dos direitos das
pessoas comuns (Cappelletti; Garth, 1988, p. 93). A TA, portanto, precisa ser desenvolvida e
aplicada de maneira a promover a equidade, a ndo discriminagdo e a protecdo integral dos
direitos fundamentais, refletindo o compromisso constitucional com a dignidade da pessoa

humana.
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Nesse cenario, as instituigdes de assisténcia juridica publica' assumem um papel
fundamental. Como entidades vocacionadas a protecdo das pessoas em situacdo de
vulnerabilidade social, econdmica ou cultural, elas estdo na linha de frente para identificar e
mitigar eventuais disfun¢des dos sistemas automatizados, atuando como um contrapeso
necessario para garantir que os algoritmos estejam alinhados com os valores constitucionais.
A atuagdo dessas instituigdes, que exige sensibilidade, escuta qualificada e compreensdo
contextualizada das realidades sociais, deve ser um parametro para a implementacao da IA,
assegurando que a tecnologia complemente, e ndo substitua, a interagdo humana e a andlise
ética dos casos. A busca por uma justica sustentdvel, por sua vez, transcende a mera eficiéncia
operacional e a sustentabilidade ambiental, abracando a sustentabilidade social das decisdes
judiciais. Isso implica que a IA deve contribuir para um sistema que nao apenas resolva
conflitos de forma mais rapida, mas que também antecipe e previna a litigiosidade,
promovendo solu¢des duradouras e equitativas. As decisdes mediadas por [A devem ser
capazes de gerar impactos positivos de longo prazo na sociedade, reduzindo as desigualdades,
fortalecendo a confianca nas instituigdes e garantindo que o desenvolvimento tecnoldgico seja
compativel com a constru¢ao de um futuro mais justo e inclusivo para todos. A incorporacao
da IA, sob essa otica, transforma-se em uma poderosa ferramenta para a promocdo de uma
ordem juridica justa, onde a tecnologia serve a emancipagdo dos individuos e ao

fortalecimento da democracia.

4 DESAFIOS ETICOS E OPERACIONAIS DA IA NO PODER JUDICIARIO:
VIESES, OPACIDADE E A CONSTRUCAO DE UMA GOVERNANCA
HUMANOCENTRICA

4.1 Vieses Algoritmicos: A Reproducio de Desigualdades e a Prevencio da

Discriminac¢ao

A incorporacgdo da inteligéncia artificial nas rotinas do sistema de justiga, além dos
beneficios de celeridade e racionalizacdo, suscita debates intensos sobre os riscos éticos e
juridicos decorrentes da introdugdo de vieses nos processos decisorios automatizados. Os
vieses, compreendidos como distor¢des sistematicas ou tendéncias na coleta, organizagao,
processamento e interpretagdo de dados, sdo fendmenos intrinsecos aos sistemas de IA,
especialmente quando treinados com bases historicas de dados que refletem e reproduzem

padrdes discriminatorios preexistentes na sociedade. Friedman e Nissenbaum (1996)

! Destacam-se a Defensoria Publica (em suas esferas estadual e da Unido), o Ministério Publico (na tutela de
direitos coletivos e de vulneraveis), os convénios de assisténcia judiciaria geridos pela Ordem dos Advogados do
Brasil (OAB) e os Nucleos de Pratica Juridica das faculdades de Direito.
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classificam esses vieses em trés categorias fundamentais: (i) vieses preexistentes, que se
originam de padrdes discriminatérios ja enraizados na sociedade e que sdo espelhados nas
bases de dados; (i1) vieses técnicos, relacionados as limitagdes e escolhas de design dos
modelos e algoritmos; e (iii) vieses emergentes, decorrentes de novas formas de exclusdo ou
distor¢cdo que surgem da interagdo entre os sistemas automatizados e seus usudrios. Essa
tipologia continua sendo uma base essencial para a identificagdo e andlise dos problemas
éticos na IA, especialmente em contextos judiciais onde o carater técnico das solugdes pode
conferir uma falsa aparéncia de neutralidade e objetividade aos sistemas, mascarando

processos de discriminagao.

O fenomeno dos vieses algoritmicos ja foi empiricamente demonstrado em diversos
contextos internacionais, com o caso do software COMPAS (Correctional Offender
Management Profiling for Alternative Sanctions), utilizado no sistema penal dos Estados
Unidos para avaliar o risco de reincidéncia criminal, sendo um dos exemplos mais
conhecidos. Estudos revelaram que o sistema atribuia pontuacdes de risco mais elevadas a
individuos negros, mesmo em casos com indicadores de risco semelhantes aos de individuos
brancos, evidenciando um viés racial sist€émico na construcdo e aplicacdo da ferramenta
(Angwin et al., 2016). Embora este exemplo seja de outro sistema juridico, suas implicagdes
¢ticas e metodologicas sdo plenamente aplicaveis a realidade brasileira, considerando a
estrutura historica de desigualdades raciais e sociais no pais. No contexto nacional, o risco de
replicacdo de padrdes discriminatorios nas bases de dados processuais ¢ uma preocupacao
legitima, mesmo que os sistemas de IA implementados pelo Poder Judiciario e por
instituicdes de assisténcia juridica ainda estejam em fases iniciais de desenvolvimento. Dados
como antecedentes criminais, domicilio em regides periféricas, escolaridade, género ou raca
das partes podem, caso ndao haja mecanismos robustos de mitigacdo de viés, influenciar os
modelos preditivos. O risco de viés se materializard se e quando a IA for aplicada a tarefas de
“alto risco” que influenciam diretamente o julgamento, como a sugestdo de sentengas. A
propria classificacdo de risco da Resolugdo CNJ 615/2025 demonstra que o CNJ reconhece
este perigo e busca mitiga-lo por meio de mecanismos de auditoria e governanga. A literatura
juridica e tecnologica converge na defesa da adocdo de metodologias de governanga
algoritmica que assegurem a transparéncia, a auditabilidade e a supervisdo humana constante,
como o modelo FAT (Fairness, Accountability and Transparency), € instrumentos normativos
como a Recomendagio da UNESCO sobre a Etica da Inteligéncia Artificial (Binns, 2018;
Kaminski, 2019; UNESCO, 2021).
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4.2 A Opacidade Algoritmica: Transparéncia, Explicabilidade e Responsabilidade

Um dos desafios mais prementes na aplicagdo da inteligéncia artificial no Poder
Judiciério ¢ a questdo da falta de transparéncia e explicabilidade dos algoritmos, fenomeno
conhecido como opacidade algoritmica. A opacidade inerente ao funcionamento de muitos
desses sistemas, que impede a compreensdo clara de como chegam a uma determinada
conclusdo ou recomendacdo, compromete seriamente a capacidade de fiscalizagdo, de
responsabilizacdo e de questionamento judicial das decisdes mediadas por TA (Martins;
Mocellin, 2025). Essa dificuldade em entender o processo decisorio automatizado afeta
diretamente a observancia de principios constitucionais fundamentais do processo brasileiro,
como a ampla defesa, o contraditorio, a motivagdo das decisdes e a publicidade dos atos
judiciais, pilares essenciais para a legitimidade e a confianga no sistema de justica. A auséncia
de dados publicos consistentes sobre a real interferéncia dessas ferramentas na atividade
decisoria ¢ uma lacuna significativa que precisa ser preenchida para garantir a confianga

publica no sistema.

A questdao da opacidade algoritmica é ainda mais complexa pela suscetibilidade de
modelos de TA generativa a "alucinagdes", que consistem na geragdo de informagdes falsas,
imprecisas ou completamente inexistentes (Lemos, 2024). Para mitigar esses desafios, a
adocdo de pardmetros de governanga algoritmica como o modelo FAT (Fairness,
Accountability and Transparency) ¢ amplamente recomendada, visando garantir a justica
procedimental e substancial no uso de sistemas automatizados (Binns, 2018; Kaminski, 2019).
Além disso, a Recomendagio da UNESCO sobre a Etica da Inteligéncia Artificial (2021)
reforca a necessidade de que os sistemas sejam concebidos com atencdo a diversidade, a
inclusdo e a ndo discriminagdo, servindo como um guia ético para a implementacao de [A em

contextos publicos.

4.3 A Despersonalizacao da Justica, Exclusao Digital e a Construcido de um Modelo de

IA Humanocéntrica para Servicos de Assisténcia Legal

A digitalizagdo e a automagdao do sistema judicial, se ndo forem cuidadosamente
planejadas e implementadas, podem acarretar um sentimento de despersonalizagdo e
distanciamento entre a justica e os cidaddos, especialmente para as populagdes mais
vulneraveis que ja enfrentam multiplas barreiras de acesso. Nesse cenario, a tecnologia, em
vez de ser uma ferramenta de inclusdo, pode se converter em um novo obstaculo,
aprofundando a sensagdo de que o processo ¢ impessoal, incompreensivel e alheio as suas

realidades. A preocupag@o com a desumanizacdo do processo ¢ valida e exige uma abordagem
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que priorize o desenho de solu¢des centradas no ser humano, garantindo que o acolhimento
humanizado, o didlogo acessivel ¢ a analise contextualizada das demandas permanecam no
cerne da prestagao jurisdicional. As institui¢des de assisténcia juridica publica, com sua
funcdo institucional de proteger as pessoas em situa¢do de vulnerabilidade, assumem um
papel estratégico e singular nesse debate, pois sua atuacdo demanda sensibilidade, escuta ativa
e uma profunda compreensdo das realidades sociais, que podem ser invisibilizadas ou

mitigadas em ambientes de decisdo automatizada nao supervisionada.

Dessa forma, o presente artigo, em linha com as reflexdes sobre o uso da IA em
servigos de assisténcia legal, propde a construgdo de um modelo que denominamos "IA
Humanocéntrica para Servicos de Assisténcia Legal", assentado em trés pilares
interdependentes, visando garantir que a tecnologia sirva a emancipagao e nao a subordinacao

dos individuos:

1. Centralidade na Pessoa Assistida: Todo desenvolvimento e aplicacdo de IA devem
ser orientados pelo principio da escuta ativa e do protagonismo do assistido. Isso
implica garantir mecanismos efetivos para feedback, revisdo humana das decisdes
automatizadas e a traducdo das respostas das maquinas para uma linguagem acessivel
e humanizada, assegurando que o individuo ndo seja reduzido a um mero dado em um

algoritmo.

2. Governang¢a Democrdtica dos Algoritmos: As instituigoes de assisténcia juridica
publica devem adotar protocolos transparentes de desenvolvimento, aquisi¢do e
implementag¢do de tecnologias de IA, incluindo a participacdo de representantes da
sociedade civil, universidades e especialistas em direitos humanos nos processos de

validacao e acompanhamento das ferramentas.

3. Capacitagcdo e Empoderamento Tecnologico: A introducdo da IA deve ser
acompanhada de politicas robustas de capacitagdo de profissionais do direito,
servidores e, sobretudo, dos assistidos. O objetivo € promover a compreensao critica
do funcionamento dessas tecnologias, de modo a garantir a autonomia técnica € o
dominio sobre os sistemas, evitando a dependéncia cega de solugdes tecnoldgicas

importadas ou opacas.

Além desse modelo, sustenta-se a necessidade de que as institui¢des de assisténcia
juridica publica adotem uma "Clausula de Reversibilidade Tecnologica", que consistiria na

previsdo de que nenhum sistema automatizado possa ser implementado sem a garantia de
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alternativas humanas plenamente funcionais. Essa clausula visa proteger o direito a interagdo
presencial e personalizada, especialmente para aqueles que, por exclusdo digital, limitagdes
cognitivas ou barreiras culturais, ndo conseguem acessar ou compreender as interfaces
tecnologicas. Essa abordagem dialoga diretamente com o principio da vedagdo ao retrocesso
social, que integra a logica dos direitos fundamentais brasileiros, € com o principio da funcao
social da tecnologia, defendido por autores como Latour (2012) e ampliado por Peixoto
(2023). Ambos os paradigmas reforcam que a tecnologia, quando incorporada ao aparato
estatal, deve servir a emancipagdo dos individuos, jamais a sua subordinacdo a processos
mecanicos desumanizantes. O sucesso da IA como instrumento de cidadania dependerd,
portanto, da capacidade de aprimorar a experiéncia do jurisdicionado, mantendo o elemento
humano no nucleo do processo decisorio. E imperativo um investimento continuo em
capacitagdo digital para servidores e para o publico, garantindo que a tecnologia seja uma

ponte para a justi¢a, € ndo uma nova barreira.

5 PERSPECTIVAS GLOBAIS E A CONVERGENCIA PARA UM FUTURO
SUSTENTAVEL DA IA NA JUSTICA

5.1 Harmonizac¢ao Regulatéria e o Despertar Global para a Governanca da IA na

Justica

A regulamentacdo da inteligéncia artificial no Judicidrio transcende as fronteiras
nacionais, configurando um debate global que demonstra uma crescente convergéncia de
preocupagdes éticas e operacionais. A abordagem brasileira, coordenada pelo Conselho
Nacional de Justiga (CNJ), alinha-se significativamente com as tendéncias internacionais,
refletindo um consenso emergente sobre a necessidade de governanga robusta para a IA no
setor juridico. Um dos exemplos mais proeminentes ¢ o Regulamento de Inteligéncia
Artificial da Unido Europeia (Regulamento (UE) 2024/1689), também conhecido como A/
Act, que se destaca como um marco pioneiro ao classificar o uso de A na administracdo da
justica como de "alto risco". Essa classificagao impde obrigacdes rigorosas aos sistemas antes
de sua comercializacdo e implementacao, incluindo a exigéncia de conjuntos de dados de alta
qualidade para minimizar vieses discriminatorios, além da garantia de rastreabilidade e

supervisdo humana continua (Unido Europeia, 2024).

Nos Estados Unidos, a abordagem regulatoria ¢ mais fragmentada, com debates sobre
a implementacao da IA ocorrendo em diferentes tribunais e jurisdi¢des. O juiz federal Kevin
Newsom, do 11° Tribunal de Apelagdes, por exemplo, propds publicamente o uso da TA

generativa para auxiliar na interpretagdo de textos juridicos, embora com a cautela e a
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humildade defendidas pelo juiz da Suprema Corte, John Roberts, que ressaltou a
inevitabilidade de novas tecnologias exigirem novas abordagens, mas sem ignorar a

responsabilidade humana no julgamento (Reuters, 2024).

A semelhanca entre o sistema de classificagao de riscos da Resolugao CNJ 615/2025 e
0 Al Act europeu indica uma notavel convergéncia de pensamento global sobre a necessidade
de um escrutinio mais rigoroso para as aplicagdes de A no setor juridico. Essa harmonia
regulatéria demonstra que as preocupagdes éticas, de seguranca e de protecao dos direitos
fundamentais sdo universais € que o Brasil estd posicionado na vanguarda do debate,
aprendendo com as melhores praticas e contribuindo para a constru¢do de um modelo de

governanga global para a inteligéncia artificial na justica.
5.2 A 1A como Instrumento de Justica Sustentavel e Proativa

A discussdo sobre a inteligéncia artificial no Judicirio, sob a otica da concretizacio
da cidadania, ndo pode prescindir de uma visdo de futuro que contemple a sustentabilidade em
suas multiplas dimensdes — social, ambiental e institucional. A IA, nesse sentido, deve
transcender o papel de mero instrumento reativo na resolu¢do de conflitos, tornando-se uma
ferramenta proativa capaz de contribuir para a constru¢ao de uma justica sustentavel. Isso
implica em considerar ndo apenas a capacidade da IA de agilizar a tramitacdo de processos
existentes, mas também seu potencial para antecipar e prevenir a litigiosidade, identificar
padrdes de conflitos e propor solucdes sistémicas que reduzam a demanda por intervengao
judicial. Uma justica que utiliza a IA para mapear fatores sociais, econdmicos e ambientais
que geram conflitos, por exemplo, pode direcionar politicas publicas preventivas,
contribuindo para uma sociedade mais harmonica e menos dependente do sistema judicial

reativo.

Além da sustentabilidade social, a implementagdo da IA no Judiciario também deve
considerar seu impacto ambiental. Os grandes modelos de IA, em particular os generativos,
demandam um volume massivo de recursos computacionais € energéticos para seu
treinamento e operacao, o que levanta questdes sobre sua pegada de carbono. A busca por
uma IA "verde" no Judiciario, com o uso de modelos mais eficientes e a otimizagao de
infraestruturas, ¢ uma responsabilidade emergente. No entanto, o conceito mais amplo de
sustentabilidade da TA reside em sua capacidade de servir a um futuro mais justo e equitativo.
Isso significa que a tecnologia deve ser empregada para fortalecer a capacidade do Judiciario
de promover a justica social, garantindo que as decisdes sejam nao apenas rapidas, mas

também equitativas, acessiveis e que contribuam para a reducdo das desigualdades estruturais.
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A TA pode ser um poderoso aliado na constru¢do de uma justiga preditiva ética, que, baseada
em dados e andlises cuidadosas, ajude a moldar um ambiente juridico onde os direitos sdo
protegidos de forma mais eficaz e onde a cidadania ¢ plenamente exercida, impulsionando a
estabilidade social e a confianga nas institui¢des. A responsabilidade das institui¢des reside
em garantir que essa poderosa ferramenta tecnoldgica seja direcionada para um futuro onde a

inovagado e a justica caminham lado a lado.
6 CONCLUSAO

O debate em torno da inteligéncia artificial no sistema de justiga, e de maneira mais
especifica no ambito do Poder Judicirio brasileiro, transcende um mero entusiasmo acritico
pelas inovagdes tecnologicas. Ele exige, fundamentalmente, uma reflexao rigorosa e integrada
sobre as profundas implicagdes éticas, politicas, sociais e juridicas que essa tecnologia
acarreta. O presente artigo buscou contribuir para essa discussdo complexa, examinando de
forma holistica as intrinsecas relagdes entre o emprego da IA, o direito fundamental de acesso
a justica e os desafios inerentes aos vieses algoritmicos, a0 mesmo tempo em que propode
caminhos para uma utilizagao responsavel dessas ferramentas na busca pela concretizacao da

cidadania.

A andlise desenvolvida ao longo deste trabalho evidenciou que o acesso a justica, em
seu sentido mais material e substancial, ndo pode ser circunscrito a mera possibilidade formal
de peticionar em juizo. Pelo contrario, deve ser compreendido como a efetiva oportunidade de
participagdo informada e igualitaria nos mecanismos de resolugdo de conflitos, garantindo que
todos os individuos, especialmente os mais vulneraveis, possam exercer plenamente seus
direitos. Nesse contexto, a introdu¢do de sistemas automatizados no cotidiano das institui¢des
de assisténcia juridica publica e dos tribunais — como chatbots juridicos, triagem automatizada
de casos e ferramentas de analise de dados — representa uma oportunidade real e promissora
para aprimorar a eficiéncia institucional e mitigar os gargalos estruturais que, historicamente,
comprometem a qualidade e a celeridade da prestagdo jurisdicional. Projetos como o SOFIA
do TIMG exemplificam o potencial da IA para democratizar o conhecimento juridico,
tornando-o acessivel e compreensivel para o cidaddo comum, ao traduzir o complexo

"juridiqués" para uma linguagem simples e empoderadora.

Todavia, como demonstrado, o uso da inteligéncia artificial impde desafios
significativos, especialmente no que tange a possibilidade de reprodug¢do e ampliacdo de
padrdes de discriminacdo e exclusao ja arraigados no tecido social brasileiro. E inequivoco

que a IA ndo ¢ uma tecnologia neutra; seu funcionamento, suas inferéncias e seus resultados
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estdo intrinsecamente condicionados pela qualidade e pela curadoria das bases de dados
utilizadas em seu treinamento, bem como pelas escolhas éticas e politicas subjacentes a sua
programacao e implementacao. Além dos riscos de viés, o artigo ressaltou a imperatividade de
assegurar a explicabilidade das decisdes automatizadas e a supervisdo humana continua,
elementos essenciais para resguardar o contraditorio, a ampla defesa, a motiva¢do das
decisdes e a isonomia processual, pilares inegociaveis do Estado Democratico de Direito. Para
as instituicdes de assisténcia juridica publica, cuja atuacdo € essencialmente voltada para a
tutela de grupos vulneraveis, esses cuidados assumem uma dimensao ainda mais importante,
pois qualquer falha na calibragdo dos sistemas ou na governanca da IA pode significar a

intensificagdo das barreiras de acesso ao direito e a perpetuagao de injusticas.

Nesse cenario complexo, prop0os-se a constru¢ao de um modelo que denominamos "IA
Humanocéntrica para Servicos de Assisténcia Legal", fundamentado nos principios da
centralidade na pessoa assistida, da governanca democratica dos algoritmos e da capacitagao
tecnologica de profissionais do direito, servidores e assistidos. Este modelo, complementado
pela "Clausula de Reversibilidade Tecnologica", visa estabelecer um paradigma ético e
politico que previna que a inovagao tecnoldgica se sobreponha ao principio fundamental da
dignidade da pessoa humana, que deve ser o eixo central de toda e qualquer atuagdo estatal,
especialmente aquela voltada a prote¢ao dos mais vulneraveis. A reflexdo aprofundada sobre
os vieses no emprego da IA, apresentada neste artigo, refor¢a que o enfrentamento dessas
distor¢des exige nao apenas solugdes técnicas sofisticadas, mas, sobretudo, um engajamento
politico e institucional inabaldvel, orientado pelo compromisso inegociavel com a justiga
social. A governanca algoritmica, conforme defendido, deve ser publica, participativa,
transparente e aberta a contestagdo, de modo a garantir que a inteligéncia artificial, em vez de
aprofundar desigualdades e fragmentar a cidadania, contribua efetivamente para a realizacao

de uma justica mais democratica, inclusiva e equitativa.

Por fim, reafirma-se que a adog¢do de tecnologias de inteligéncia artificial no Poder
Judiciario e em instituigdes de assisténcia juridica publica, se orientada pelos principios
constitucionais ¢ por uma ética humanocéntrica, pode desempenhar um papel fundamental na
ampliacdo do acesso a justica, na promog¢do da eficiéncia e na efetivagdo de direitos. No
entanto, para ser verdadeiramente um instrumento de emancipacdo ¢ ndo de opressdo, a
tecnologia precisa estar intrinsecamente submetida a ldgica dos direitos humanos e da justica
social, e ndo a logica meramente produtivista. O caminho para a incorporacdo ética e

responsavel da IA no campo juridico passa, inegavelmente, pela articulacdo inteligente e

232



equilibrada entre inovagdo e garantias, entre eficiéncia e equidade, e, sobretudo, entre
tecnologia e humanidade. Espera-se que este artigo contribua de forma significativa para o
aprofundamento do debate académico e institucional sobre o tema, oferecendo nao apenas
uma andlise critica e contextualizada, mas também proposi¢des concretas que possam guiar
politicas publicas e praticas de assisténcia juridica alinhadas com a democratizag¢do da justica

e a concretizacgdo plena da cidadania no Brasil.
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