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XXXII CONGRESSO NACIONAL DO CONPEDI SAO PAULO - SP
DIREITO, GOVERNANCA E NOVASTECNOLOGIASIII

Apresentacdo

O XXXII Congresso Nacional do CONPEDI, realizado nos dias 26, 27 e 28 de novembro de
2025, teve como sede a cidade de S&o Paulo, sendo acolhido com exceléncia pela
Universidade Presbiteriana Mackenzie. O evento reafirmou a centralidade da pesquisa
juridica no enfrentamento dos desafios contemporaneos impostos pela transformagao digital,
pelas inovagdes tecnol dgicas e pelas novas formas de governanga e controle institucional.

O GT10 — Direito, Governanca e Novas Tecnologias 11, realizado no dia 26 de novembro,
reuniu pesquisadoras e pesguisadores de diversas regides do Brasil para discutir os mltiplos
impactos das tecnol ogias emergentes sobre os direitos fundamentais, a administracéo publica,
aprotecdo de dados, a sustentabilidade e a ordem democrética.

Os artigos apresentados passaram por dupla avaliagdo cega por pares, garantindo rigor
académico e exceléncia cientifica. A partir da andlise dos trabalhos, foram identificados seis
€iX0s temdaticos principais, que organizam os anais de forma a evidenciar os distintos focos
de abordagem e permitir ao leitor um percurso estruturado pelo contetido:

Protecdo de Dados Pessoais, Privacidade e Identidade Digital - Este eixo reline estudos que
exploram a protecdo de dados pessoais sob a Otica da privacidade, da publicidade
institucional, da sustentabilidade e da constru¢do de novas categorias juridicas, como a
identidade digital.

1 - Big Data e direitos fundamentais: uma andlise interdisciplinar dos impactos na
privacidade e protecdo de dados pessoais no ordenamento juridico brasileiro

2 - Dados pessoais e desenvolvimento sustentével: fundamentos e desafios do direito a
privacidade no século XXI

3 - A protecdo de dados pessoais dos servidores publicos do Tribunal de Justica do Distrito
Federal e dos Territorios: conflito entre publicidade e privacidade?

4 - A protecéo de dados pessoais como direito difuso e a sustentabilidade no uso de dados
pessoais



5 - A protecdo constitucional da identidade digital: um novo paradigma dos direitos da
personalidade na era dainformacéo

6 - A norma ABNT NBR ISO/IEC 27701 como instrumento de suporte a Lel Geral de
Protecéo de Dados

7 - A Lei Gera de Protecdo de Dados Pessoais: 0s servicos extragjudiciais — governanca e
boas préticas

Inteligéncia Artificial, Sistema de Justica e Direitos Fundamentais - Debate as aplicacbes da
inteligéncia artificial no Judiciario e os dilemas éticos, institucionais e regulatérios que

envolvem a sua adocdo em contextos democréticos e de protecdo aos direitos.

8 - A inteligéncia artificial e o Poder Judiciario: reflexdes sobre a prestacéo jurisdicional e a
concretizacdo da cidadania

9 - Entre algoritmos e direitos: a reconstrucdo do direito frente ao capitalismo de vigilancia

10 - Entre o algoritmo e a consciéncia: impactos das decisdes automatizadas no Judiciério e a
urgéncia da educacdo em direitos humanos

11 - A governanca da inteligéncia artificial e os arranjos ingtitucionais. entre inovacéo
tecnol 6gica e a protecédo de garantias fundamentais

12 - Regular ou ndo ainteligéncia artificial, essa é a questéo principa ?

13 - O uso do sistema MIDAS pelo Tribunal de Justica do Estado do Ceara inovacéo
tecnol 6gica para a concretizagdo do principio da duracdo razoavel do processo

14 - Entre a liberdade de expressao e os direitos da personalidade: desafios da inteligéncia
artificial na propaganda eleitoral aluz da condicéo de pessoas expostas politicamente

15 - Inteligéncia artificial e protecéo das comunidades indigenas em contextos globais
Governanca Digital e Sustentabilidade — Reline trabalhos que tratam da relacéo entre

governanca institucional e sustentabilidade, especialmente em temas como compliance
ambiental, cidades inteligentes e estratégias de desenvolvimento sustentavel.



16 - Governanca digital sustentavel e protecdo de dados em cidades inteligentes. desafios
juridicos no Antropoceno

17 - Governanca corporativa e compliance ambiental : estratégias para uma gestéo sustentavel
eeficaz

18 - A inteligéncia artificial como instrumento de fortal ecimento do compliance ambiental

19 - A democratizacdo da energia no Brasil: uma andlise sobre 0 acesso e as possibilidades
originadas pela energia solar

Inclusdo, Acessibilidade e Justica Digital - Trabalhos que discutem as lacunas e
desigualdades digitais, especialmente em relacdo a acessibilidade e a implementacdo de
tecnologias digitais no poder publico.

20 - Acessibilidade negligenciada: capacitismo digital nas redes sociais do governo federal

21 - Jurimetriae o Direito brasileiro — estatistica e conceitos preliminares — aplicabilidade

Infancia, Direitos Digitais e Exposicdo Prematura - Este eixo foca nos desafios da regulacdo
da exposicdo digital de criancas e adolescentes e nos caminhos juridicos para protecdo da
inféncia no ambiente virtual.

22 - Adultizacéo infantil no meio ambiente digital: entre lacunas regulatérias e a construcéo
de caminhos de protecdo juridica

Plataformas Digitais, Regulagdo e Impactos Psicossociais - Reflete sobre os impactos sociais
e econémicos das plataformas digitais, abordando questfes regulatérias, manipulacdo de
resultados e protecéo do consumidor.

23 - A ascensdo das plataformas de apostas digitais no Brasil: uma anadlise dos impactos
psicossociais, da manipulacéo de resultados e dos desafios regulatérios

Os trabalhos reunidos neste volume demonstram o vigor da producdo académica brasileira
em torno dos desafios impostos pelas tecnol ogias emergentes e reafirmam o papel do Direito
COmo campo estratégico para a mediagdo entre inovagdo e protecdo de garantias

fundamentais. A todos os(as) pesquisadores(as), coordenadores(as) e avaliadores(as),

registramos nossos agradeci mentos por suas valiosas contribui coes.
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REGULAR OU NAO A INTELIGENCIA ARTIFICIAL, ESSA E A QUESTAO
PRINCIPAL?

REGULATE ARTIFICIAL INTELLIGENCE OR NOT, THAT ISTHE MAIN
QUESTION?

Evandro da Silva Soares 1

Resumo

O presente trabalho questiona sobre a hecessidade ou néo de regular a Inteligéncia Artificial
no Brasil, buscando o equilibrio em estabelecer limites para evitar riscos elevados e ao
mesmo tempo permitir a sua constante inovagao. A pesquisa foi multidisciplinar, pois foram
objeto de andlise trabalhos nacionais, artigos e documentos internacionais que vém sendo
produzidos sobre o tema, categorias tedricas do pensamento juridico e de estudos cientificos
sobre os riscos e avancos da |A. Este estudo se pauta em pesquisa qualitativa de métodos
bibliogréfico e descritivo-exploratério, mediante anélise bibliogréfica e documental inerente
ao Direito e a Ciéncia da Computacdo. Os resultados demonstram que os beneficios da |A
s80 relevantes e 0 seu crescimento ainda n&o pode ser devidamente mensurado, por outro
lado os riscos devem ser considerados e minimamente controlados para evitar um desastre,
uma vez que esses sistemas poderdo influenciar o pensamento humano. As conclusbes
conduzem a inevitavel regulacdo, mas qual a adotar e como implementar na esfera
segmentada publica e privada brasileira.

Palavras-chave: Inteligéncia artificial, Regulacéo, Riscos, Beneficios, Ser humano

Abstract/Resumen/Résumé

This study questions the necessity of regulating artificial intelligence (Al) in Brazil, seeking a
balance between setting limits to avoid high risks and allowing constant innovation. The
multidisciplinary research analyzed national works, international articles, and documents
produced on the topic; theoretical categories of legal thinking; and scientific studies on the
risks and advances of Al. The study is based on qualitative research using bibliographic and
descriptive-exploratory methods through bibliographic and documentary analyses inherent to
law and computer science. The results demonstrate that Al's benefits are significant, and its
growth cannot yet be accurately measured. However, the risks must be considered and
controlled to avoid disaster since these systems may influence human thinking. The
conclusions lead to the inevitable need for regulation, but there is still uncertainty about
which regulation to adopt and how to implement it in the Brazilian public and private sectors.

Keywor dg/Palabras-claves/M ots-clés. Artificia intelligence, Regulation, Risks, Benefits,
Human being

1 Professor e pesquisador. Advogado. Doutorando em Direito Politico e Econdmico pela Universidade
Presbiteriana Mackenzie. E-mail: ess1965br@hotmail.com.
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INTRODUCAO

A Inteligéncia Artificial (1A) tem se consolidado como uma das principais forgas
propulsoras da inovacgdo tecnoldgica na atualidade. Sua crescente presenca em diversos setores
da sociedade evidencia uma transformacao profunda nos modos de producéo de conhecimento,
nas praticas laborais e nas formas de interacdo humana com sistemas computacionais.

A sua aplicacdo, seja por wusuarios comuns bem como por pesquisadores
especializados, demonstra a existéncia de um potencial multifacetado que ultrapassa fronteiras
disciplinares. A sua capacidade de realizar multiplas tarefas simultaneamente, aliada a
diversidade de solucbes que emergem da interacdo entre homem e maquina, tem surpreendido
pela eficiéncia, adaptabilidade e amplitude de impacto.

Nesse sentido, atitulo de exemplificacdo, incluem o uso de algoritmos de aprendizado,
visando a deteccao precoce de doengas, como o cancer, proporcionando o suporte ao processo
decisorio em ambientes juridicos e administrativos (Floridi et al., 2018), bem como a
individualizacdo no seio dos processos educacionais, empregando sistemas tutores inteligentes
(Woolf, 2010).

Esse cenério evidencia a expansao acelerada do uso dessa tecnologia, celebrada por
especialistas e pesquisadores como uma nova fronteira no universo da inovagdo disruptiva,
principalmente na analise de expressivos volumes de dados, bem como na resolucdo de
problemas complexos.

Contudo, essa incorporacdo da IA ao cotidiano humano exige uma abordagem
criteriosa e um olhar interdisciplinar para o problema. Assim, alem dos beneficios registrados,
um olhar para as questbes éticas, como Viés algoritmico, privacidade de dados e
responsabilidade nas decisdes automatizadas, devem ser consideradas com rigor.

A Organizacdo das Na¢des Unidas para a Educacdo, a Ciéncia e a Cultura (UNESCO),
em um documento (2021) produzido na Conferéncia Geral (412 sessdo), em Paris destacou a
importancia de diretrizes globais para o uso ético da IA enfocando a transparéncia, inclusao e
respeito aos direitos humanos.

Além disso, outros riscos existentes devem ser debatidos e explorados, como os efeitos
adversos resultantes do seu emprego, tais como as chamadas alucinac@es e desinformacdes
algoritmicas, criando inconsisténcias na informacao solicitada, podendo gerar interpretagdes
equivocadas e comprometer a confiabilidade sobre determinado assunto ou tema.

Assim, o debate desse trabalho foi estruturado a demonstrar, inicialmente, os avangos

e os beneficios proporcionados pela 1A aos seres humanos com destaque em algumas areas
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especificas de sua atuacdo.

Na sequéncia, para equilibrar com o capitulo anterior, serdo analisados alguns riscos
adversos que ja foram detectados, oriundos do emprego massivo da IA e que podem afetar a
sua credibilidade.

No proximo capitulo, apresenta uma indagacdo sobre a possivel resposta aos
problemas levantados, concluindo sobre a necessidade de enfrentar o problema,
compreendendo os limites e possibilidades da IA de forma responsével, equitativa e orientada
ao bem comum.

Para a realizacdo da pesquisa, foi empregado métodos bibliografico e descritivo-
exploratorio, mediante analise bibliografica e documental sobre as fontes disponiveis do tema,
utilizando documentos, relatérios, livros, artigos cientificos, fontes online, dentre outros.

Por fim, o objetivo do trabalho € mostrar a preocupacao sobre a existéncia ou nao de
uma regulacdo minima sobre a Inteligéncia Artificial no Brasil, buscando equilibrar o avango
técnico, mas tambem a reflexdo sobre os impactos sociais, culturais e epistemoldgicos dessa

tecnologia emergente.

1. OS AVANCOS E OS BENEFICIOS DA INTELIGENCIA ARTIFICIAL PARA O SER
HUMANO

Indubitavelmente, a inteligéncia artificial ndo é um modismo ou algo temporario, ela
veio para ficar. Sua presenca esta impactando varios setores da sociedade humana,
principalmente na sua forma de pensar. Essa nova realidade esta mesclando o mundo digital
com o real, trazendo agilidades e confiabilidade em areas sensiveis para a vida humana.

Nesse sentido, no Brasil verifica-se um avan¢o rapido do seu emprego. Segundo a
recente reportagem da CNN-Brasil (2025), uma pesquisa realizada revelou que da ordem de
mais de 90% dos entrevistados percebem a IA no seu dia-a-dia, de forma direta ou indireta,

como esse fragmento da retirado, in verbis:

A pesquisa "Consumo e uso de Inteligéncia Artificial no Brasil" revela que a maioria
dos brasileiros (82%) j& ouviu falar sobre IA e mais da metade (54%) entende o que é
o0 termo. Por outro lado, 18% nunca ouviram falar e 46% ndo compreendem o seu
significado.

Ainda assim, 93% das pessoas entrevistadas pela pesquisa utilizam alguma
ferramenta IA. Para 75% delas, atualmente, a A faz parte do dia a dia, sendo que 32%
acham que ela esta muito presente.

A reportagem citada foi realizada em agosto de 2025 demonstra a penetracdo da IA na
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sociedade brasileira, mas isso ndo significa que haja um real conhecimento de seus beneficios
e possibilidades para a populacdo em geral.

Assim, para melhor elucidar os pontos citados, no presente capitulo seré realizado um
recorte em duas areas na qual é indiscutivel o seu emprego no Brasil na qual hd inGmeros
trabalhos de pesquisa publicados, tais como na saude e no direito e o seu uso no judiciario. A
complexidade do sistema de educagdo requer um artigo proprio que sera construido em outra
oportunidade.

1.1. A inteligéncia Artificial na area da saude

Em apertada sintese, a inteligéncia artificial esta sendo um motor de transformacao na
area da salde e da seguranga alimentar (nutricdo), oferecendo, em tempo real, solucdes
personalizadas de diagnosticos médicos com maior precisdo e acuracia, bem como
recomendacgdes alimentares personalizadas, acompanhamento alimentar automatizado e
orientacdo nutricional virtual.

Desde meados do seculo passado, a saude foi identificada como uma area favoravel
para 0 desenvolvimento da IA, sendo gerados os primeiros sistemas de apoio a decisdo nessa
area em torno da década de 1950, quando a IA ainda estava sendo concebida (Miller, 1994).

No entanto, foi com a introducdo da Machine Learning (ML) que houve uma melhor
impulsdo, uma vez que 0 processamento de expressivo quantitativo de dados na area da
assisténcia médica permitiu melhores resultados no diagnostico de pacientes, particularmente
na classificacdo da leitura de imagens (Rajkomar; Dean; Kohane, 2019).

Nesse sentido, a aplicacdo da ML na analise do cruzamento de dados genéticos, estilo
de vida e informacbes pessoais dos pacientes possibilita a construcdo de tratamentos
personalizados, o que hoje é conhecido como medicina de precisao (Jiang et al., 2017).

Nesse campo, ainda, 0s avangos recentes da IA permitem melhor afericdo na medicéo
de proteinas e metabdlitos, que, aliados ao sequenciamento genético de DNA e RNA,
transformam a chamada medicina molecular.

Outro emprego interessante da inteligéncia artificial € na analise preditiva de doencas
e/ou de sua progressao, sugerindo técnicas e tratamentos antes de sua eclosdo ou como forma
de mitigacédo de sua difuséo pelo corpo, por exemplo.

Além disso, h4 um crescimento na elaboracdo de medicamentos e de equipamentos
médicos, favorecendo tratamentos e acompanhamentos com menores riscos e efeitos colaterais

para os pacientes.
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Para finalizar, na Audiéncia Publica de 05/12/2023, perante a Comissdo de Salde da
Céamara dos Deputados, a advogada Walquiria Favero fez uma apresentacéo versando sobre o
uso da IA aplicada a saude como forma de contribuicdo para a elaboragdo de regulacdo nessa

area. Em resumo, ela apontou as possiveis areas de uso no caso brasileiro, conforme a seguir:

lustragdo n° 01 — Eixos de agdo do Programa Justica 4.0 - CNJ

USOS DE IA NA SAUDE

PRATICA CLINICA, como radiologia, cardiologia, patologia, medicina de emergéncia, cirurgia,

risco médico e previsao de doencas, intervengoes cuidados domiciliares e saude mental

PESQUISA BIOMEDICA, pesquisa clinica, descoberta de medicamentos, ensaios clinicos e

medicina personalizada

SAUDE PUBLICA

ADMINISTRAGAO EM SAUDE

Fonte: Favero (2023)

1.2. A inteligéncia Artificial na area do direito e seu uso no judiciario

Segundo a pesquisa realizada por Pecego e Teixeira (2024), o Poder Judiciario foi o
gue mais adotou solu¢bes em tecnologia de IA no Brasil (da ordem de 68% das entidades
pertencentes a esse poder utilizavam esses sistemas, em 2023), promovendo, inclusive, uma
expressiva capacitacdo de inteligéncia artificial para os servidores da area de TI (da ordem de
80%).

Sem duvida, essa adogdo foi decorrente do elevado nimero de processos existentes.
Segundo Salomao (2022), o Brasil esta no topo mundial em quantidade de processos, 0 que é
um desafio para 0s magistrados em promover a devida justica.

Nesse sentido, o Conselho Nacional de Justica introduziu o Programa Justica 4.0, que
esta sendo adotado pelos tribunais brasileiros, utilizando solugdes promovidas por sistemas de
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inteligéncia artificial, conforme bem resumido em sua pagina eletronica:

O Programa Justica 4.0 torna o sistema judiciario brasileiro mais préximo da
sociedade ao disponibilizar novas tecnologias e inteligéncia artificial. Impulsiona a
transformacdo digital do Judiciario para garantir servigos mais rapidos, eficazes e
acessiveis. Ao promover solucdes digitais colaborativas que automatizam as
atividades dos tribunais, otimiza o trabalho dos magistrados, servidores e advogados.
Garante, assim, mais produtividade, celeridade, governanga e transparéncia dos

[processos.

No corrente ano (2025), de acordo com o programa citado, esta em fase de expanséo,

obedecendo ao cronograma delineado. Para melhor entendimento da sua magnitude, ele foi

concebido em 4 (quatro) eixos de acdo transformadoras, conforme a seguir:

llustragdo n°® 02 — Eixos de acdo do Programa Justica 4.0 - CNJ

Inovacao e tecnologia

Solucoes disruptivas para transformar o
Judiciario e melhorar a prestacao
de servicos a toda a sociedade

e politicas judiciarias

Formulacao, implantacao e monitoramento
de politicas judiciarias com base em
evidéncias para fortalecer a promogao de
direitos humanos

L

i bancos de dados

s JUSTICAEL N
Gestao de informacao \\\\\ /////Fortalecimento de capacidades

2 N
Prevencao e combate a corrupcao e

a lavagem de dinheiro e recuperacao
de ativos

Robustecimento da atuagao do Judiciario
com melhor gestao de dados e informacdes
e otimizacao da pesquisa de ativos em

institucionais do CNJ

Transferéncia de conhecimentos e solucdes
ao CNJ e demais d6rgaos da Justica com foco
na seguranca juridica, na sustentabilidade dos
projetos e na eficiéncia da prestagao

k. jurisdicional 4

Fonte: Pagina eletrénica do CNJ

Diante do exposto, a questdo é a efetividade e a qualidade dos resultados (decisdes,

jurisprudéncia, dentre outros) do emprego desses sistemas de 1A, pois, a despeito inegavel dos

seus beneficios, ha riscos que devem ser conhecidos para que ndo contaminem a esséncia da

aplicacdo da justica.
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2. OS RISCOS ADVERSOS QUE MERECEM ANALISE E ESTUDOS
APROFUNDADOS

Embora se reconhega o potencial significativo da inteligéncia artificial nas areas
citadas no capitulo anterior, bem como em outros setores que ndo foram abordados neste
trabalho, todavia hd questbes que precisam ser tratadas de forma adequada, tais como as
alucinacOes e desinformacdes algoritmicas, a opacidade nos processos de tomada de decisdo e
os dados de treinamento tendenciosos (em resumo, sdo preocupacdes éticas no seu emprego,
como Viés nos conjuntos de dados, falta de transparéncia, lacunas de responsabilizacdo e riscos
a privacidade, dentre outros).

Obviamente, esses riscos poderdo superar os beneficios ja citados, caso ndo haja uma
governanga e regulacdo adequadas. Assim, na sequéncia, serdo abordados trés dos riscos citados

para possibilitar seu melhor entendimento.

2.1. Alucinagdes e desinformac6es algoritmicas

Um dos problemas considerados mais graves nos sistemas de inteligéncia artificial é a
sua tendéncia em produzir alucinacGes e desinformacdes algoritmicas, ou seja, 0s resultados
produzidos sdo apresentados como corretos, mas, na realidade, ndo o sdo. Esses erros, em
qualquer area do conhecimento, podem parecer um caminho a seguir, mas, na verdade, sao
inseguros e falsos, decorrentes da interpretacdo errénea do sistema.

Essa falha no sistema traduz-se em implicacGes na sua confiabilidade e, pior, infere na
reputacdo das empresas desses sistemas, bem como daquelas que os utilizam na sua cadeia
produtiva e informativa de produtos e servicos.

Em uma entrevista com Peter Datanami (2023), cofundador da Got It Al, uma
desenvolvedora em solugbes de 1A, revelou que o indice de alucinacdo do ChatGPT é em torno
de 15% a 20%, por exemplo.

Em um artigo publicado no Linkedln, Sarah Lukens (2023) discorre sobre as
alucinacgdes algoritmicas e o seu perigo, principalmente para a sua aplicacdo industrial, que

podera gerar efeitos nefastos na producao, conforme o quadro abaixo:

202



lustracao n° 03 — Taxa de alucinacgdo algoritmica de duas ferramentas de I1A

Hallucination Rate (Percentage of Al Responses containing hallucinations)
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Um outro exemplo de maior ocorréncia é na area do direito/justica produzindo falsos

julgados e jurisprudéncia. Recentemente, o Tribunal Regional do Trabalho da 22 Regido (TRT2)

aplicou uma multa por uso de decisdes falsas produzidas por IA, in verbis:

O Tribunal Regional do Trabalho da 22 Regido (TRT2) aplicou multa de 5% do valor
da causa a uma trabalhadora por litigancia de ma-fé ap6s constatar o uso de decisdes
falsas produzidas por inteligéncia artificial em um recurso. Os textos citados no
processo atribuiram julgados inexistentes a ministros e até a um suposto magistrado
do TRT da 3% Regido.

"Note-se a seriedade da conduta praticada: além de tentar enganar os julgadores deste
Tribunal com julgados inexistentes, também atribuiu decisdes falsas a Ministros do
TST, que teriam proferido tais decisdes, e inventou um julgado atribuido a um nome
gue ndo consta como magistrado do TRT da 3.2 Regido", afirmou o relator, juiz Jodo
Forte Junior.

A autora admitiu que ndo conferiu os trechos inseridos na peca processual. Para o
relator, cabia a advogada responsavel verificar a veracidade das informaces
apresentadas, ja que a responsabilidade pelo contelido processual é sempre da parte.
(JOTA, 2025)

Nesse sentido, por exemplo, na area da salde nutricional, um sistema de IA pode

elaborar uma dieta cetogénica para pacientes renais ou subavaliar deficiéncias nutricionais,

expondo 0s usudrios a riscos significativos (Arslan, 2021).

Por fim, essas falhas, além de perigosas em si, poderdo ser amplificadas quando séo

incorporadas a aplicativos de consumo sem a devida supervisdo profissional. Assim, ndo ha

como afastar uma regulacdo que possa acompanhar o desenvolvimento desses sistemas. Uma

possivel indicacdo é o emprego do Sandbox Regulatory para aferir um controle mais

responsavel sobre a IA.

203



2.2. A opacidade nos processos de tomada de decisao

A chamada opacidade algoritmica trata-se da impossibilidade de compreensdo e
entendimento sobre como funciona o processo interno de tomada de decisdo do sistema de IA,
o que alguns pesquisadores chamam de “caixa preta” (black box).

Segundo Pecego e Teixeira (2024), a opacidade pode ser decorrente de trés situacoes,

tais como, in verbis:
i) protecdo a propriedade intelectual e do segredo de negécio, no caso de sistemas
proprietarios;
ii) necessidade de possuir conhecimentos técnicos especificos para compreender o
funcionamento do sistema; e, por fim,
iii) aspectos técnicos relativos a modelos computacionais que possuem uma opacidade
intrinseca a sua natureza.

Em linhas gerais, ha uma aparente justificativa para a existéncia da opacidade
algoritmica, mas, se por um lado existe a protecdo do sistema, que é salutar no mundo
corporativo competitivo, por outro lado, desconhece-se se esse sistema pode ser utilizado de
forma mais arbitraria e desigual na sua aplicacéo.

A complexidade dos sistemas de IA, como por exemplo a generativa, possui um maior
grau de autonomia que, de certa forma, apresenta uma dificuldade de interpretacdo
normalmente restrita aos seus programadores, podendo gerar um nivel de opacidade que traz
preocupacoes, particularmente no chamado descontrole da IA.

Nesse sentido, interessante € entender o artigo de opinido publicado na péagina
eletrénica da TIME, denominado “A IA esta tramando algo, e impedir isso ndo sera facil,
conclui estudo da OpenAl” (em tradugdo livre), que demonstra uma preocupagdo sobre como
essa opacidade podera afetar o emprego dos sistemas de 1A, conforme o texto a seguir, em

traducdo livre:

Uma nova pesquisa divulgada ontem pela OpenAl e pela organizacdo de seguranca
de IA Apollo Research fornece mais evidéncias de uma tendéncia preocupante:
praticamente todos os melhores sistemas de 1A atuais — incluindo o Claude Opus da
Anthropic, o Gemini do Google e 0 03 da OpenAl — podem se envolver em
“esquemas” ou fingir fazer o que seus desenvolvedores humanos desejam, enquanto
secretamente perseguem objetivos diferentes.

- “Nossas descobertas mostram que a conspira¢do ndo ¢ apenas uma preocupacao
tedrica— estamos vendo sinais de que essa questao estd comecando a surgir em todos
os modelos de ponta atualmente”, escreveu a OpenAl em uma postagem no blog.
Atualmente, “os modelos raramente tém oportunidades de conspirar e causar danos
significativos, mas esperamos que isso mude no futuro, & medida que as IAs
assumirem tarefas mais importantes e de longo prazo”, escreveram eles. (TIME, 2025)
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Em resumo, um dos principais desafios no desenvolvimento da IA ¢ a redugdo desse
comportamento e, por que néo dizer, a eliminagdo, permitindo maior controle e seguranga no
seu emprego, crescendo assim a sua transparéncia, sem descuidar da protecéo intelectual. Esse

equilibrio sera importante para os avanc¢os futuros da inteligéncia artificial.

2.3. Os dados de treinamento tendenciosos

A utilizacdo e captura de dados é uma técnica utilizada pela inteligéncia artificial para
atender as multiplas solicitagdes dos usuarios, transformando esse conjunto de dados em uma
informagdo na linguagem humana. Porém, essa atividade envolve algumas conjecturas que
podem comprometer a sua neutralidade, revelando uma tendéncia, por vezes, desagradavel.

Dentre os riscos — e por que nao dizer perigos — da IA estdo a reproducdo e a
maximizacdo das desigualdades sociais e econdmicas de uma sociedade, ao amplificar possiveis
esteredtipos existentes, como, por exemplo, a afirmacdo de conceitos presentes no racismo
estrutural (Frazdo, 2024).

O uso de equipamentos tecnoldgicos com forte presenga da 1A, como smartphones,
tablets, smartwatches, dentre outros, bem como o acesso a redes sociais e buscadores virtuais,
tem sido instrumento da coleta massiva e analise de dados pessoais, verificando predilecdes,
preferéncias e tendéncias dos seus usuarios para oferecer, em tese, produtos e servigos atraentes
a0s seus gostos.

Nesse contexto, como ja citado, essa coleta massiva pela IA pode influenciar nas
interagdes sociais, pois favorece a geragdo do chamado “fendomeno das bolhas de filtro™, que
consiste na exposicdo praticamente macica de informacdes que irdo fortalecer, na sociedade (ou
em determinado grupo social), suas conviccdes preexistentes (Frazdo, 2024).

Além disso, a manipulacdo desses dados pode distorcer a realidade, levando a um
entendimento equivocado de determinado ponto. Obviamente, hd um objetivo estabelecido
pelos seus programadores nessa chamada desinformacéo, que é formar uma opinido, um desejo
ou conduzir determinado grupo em torno do proposito dessa construcao algoritmica.

Ou seja, reforcar uma crenca sem fundamento de que determinado grupo (social, racial,
econémico, por exemplo) adota praticas condenaveis nos dias atuais, generalizando algo que
pode ser pontual, exacerbando o seu estigmatismo perante a sociedade.

Em outro giro, o desconhecido uso midiatico da IA merece atencdo especial nesse
campo, pois a exposicdo de narrativas construidas em torno de interesses (sejam eles de cunho

privado ou governamental) podera exacerbar os cenarios apresentados, favorecendo o0s
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chamados “milagres” ou mesmo as “catastrofes”, quando essas atenderem as atengdes de quem
as conduz, moldando assim a percepgdo publica (Frazdo, 2024).

Por fim, os chamados vieses nos conjuntos de dados s&o uma preocupacdo ética que
deve ser considerada, pois, sem a devida governanga e cuidado, afetam a todos, restringindo a
capacidade de pensar e refletir, principalmente nas popula¢des vulneraveis.

3. INSTRUMENTALIZACAO DA INTELIGENCIA ARTIFICIAL PARA O BRASIL

Ao diagnosticar a situagdo da 1A no Brasil, verifica-se que, dentre a sua propagagédo
indiscriminada, destaca-se, sem esgotar o tema, pelo menos dois pontos que merecem atencao.
Um deles é a auséncia de uma estrutura regulatoria que possa estabelecer parametros e limites
de seu emprego, e 0 segundo € o acesso desigual as ferramentas de 1A, apesar de parecer que
ha um uso democratico no seio da sociedade.

De acordo com o ja mencionado, a propagacdo da IA em varios segmentos publicos e
privados é uma realidade no Pais, mas ainda ndo ha uma regulacdo nacional que seja capaz de
estabelecer minimamente regras claras para o seu emprego que, em tese, devem ser elaboradas
de forma a manter um equilibrio necessario para que ndo iniba a inovacéao e, a0 mesmo tempo,
possa criar controles efetivos na sua utilizagéo.

Por outro lado, a despeito da inegavel vantagem proporcionada pela tecnologia,
todavia, ndo se pode afirmar que a 1A é uma tecnologia neutra. Em seu livro The Question
Concerning Technology and Other Essays (1997), o filosofo alemdo Martin Heidegger faz
reflexdes em torno da esséncia da tecnologia e do seu impacto profundo sobre a forma como o
ser humano se relaciona com o mundo.

Em apertada sintese, Heidegger reforca a afirmacao de que a tecnologia néo € neutra,
pois ela molda a percepcdo humana e a organizacdo do mundo, e que a sua aceitacdo como
ferramenta, sem uma reflexdo sobre a sua esséncia, levaria 0 ser humano a se tornar passivo e
inconsciente, sendo moldado por ela sem perceber, comprometendo a sua liberdade de pensar
e agir.

Interessante que o filosofo ndo alerta sobre o perigo das maguinas, mas sim sobre a
mentalidade técnica (forma de pensar) que, na sua Otica, pode obscurecer outras maneiras de
ser e de compreender o real.

Nesse sentido, ao avancar para o seculo XXI, as reflexdes de Heidegger continuam
atuais. A implementagdo dos algoritmos esta transformando a forma humana de pensar ou

decidir, substituindo esses atos pelo de consultar (nesse caso, pela IA). Em seu artigo, Possa
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(2025) discorre de forma precisa sobre esse avango algoritmico, in verbis:

Isso afeta diferentes areas da vida social e humana: a_politica nas_democracias,
quando decisdes se baseiam em dados, algoritmos e previsdo de comportamento,
e ndo em deliberacdo publica; a justica, quando sentencas sdo sugeridas por 1A
com base em casos anteriores, e ndo na escuta ética do singular; a arte e a cultura,
gquando a criacdo se torna predicao do gosto, e ndo ruptura e a educacdo, quando
aprender vira consumir contetido formatado e rapido. (Grifo nosso)

Logo, ndo somente hd o risco decorrente do uso da IA, mas também ha um perigo
decorrente do emprego indiscriminado dos algoritmos, que podem refletir as tendéncias e as
escolhas decorrentes dos programadores, pesquisadores, empresas provedoras e até governos,
além da possibilidade real de a inteligéncia artificial sair do controle humano e comecar a pensar
por si propria.

Entretanto, sera que esse dilema se restringe ao Pais somente ou outras nagdes tambem
estdo vivenciando uma situacdo analoga a do Brasil? Para melhor elucidar essa questéo, o
professor Essam Serry, da Teesside University (Reino Unido), abordou em seu recente artigo
Ethical Implications of Artificial Intelligence: Challenges, Risks, and Regulatory Perspectives
(2025), de forma sintética, como sdo enfrentados os esforgos regulatérios no préprio Reino
Unido, nos Estados Unidos da América (EUA) e na Unido Europeia (UE).

De acordo com o autor, a abordagem regulatéria é distinta. Na Unido Europeia, foi
criada uma lei que regula a aplicacédo da I A nos seus paises-membros. Por outro lado, no Reino
Unido, foi estabelecida uma estratégia de 1A, e nos Estados Unidos da América foram criadas
politicas fragmentadas oriundas de instituicdbes governamentais e regulatorias.
Em apertada sintese (em traducdo livre) do artigo citado, Serry (2025) apresenta um resumo

sobre como esses paises estdo concentrando esforgos regulatérios de 1A:

UNIAO EUROPEIA (UE)

A Unido Europeia (UE) adotou uma abordagem proativa & regulamentacdo da
inteligéncia artificial (1A) através da Lei da IA da UE, que entrou em vigor em 1 de
agosto de 2024, seguindo um sistema de classificagdo baseado no risco.

A Lei de IA classifica as aplicagBes de 1A em quatro niveis de risco: risco inaceitavel
(aplicagdes proibidas, como pontuacdo social), alto risco (por exemplo, identificacdo
biométrica e infraestrutura critica), risco limitado (por exemplo, chatbots que exigem
transparéncia) e risco minimo (por exemplo, videogames com IA) (Comissdo
Europeia, 2021). Os sistemas de IA de alto risco devem cumprir requisitos rigorosos,
incluindo transparéncia, responsabilidade e governanca de dados.

A Lei da IA esta alinhada com o quadro regulamentar mais amplo da UE, incluindo o
Regulamento Geral de Protecéo de Dados (RGPD), garantindo que os sistemas de I1A
respeitem os direitos fundamentais e os principios éticos (Veale & Borgesius, 2021).
Essa abordagem estruturada visa garantir que os sistemas de IA respeitem os direitos
fundamentais e os principios éticos, No entanto, alguns criticos argumentam que as
defini¢des amplas e os requisitos rigorosos da Lei podem impedir a inovagao e impor
encargos significativos de conformidade, especialmente para pequenas e médias
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empresas (PMEs) (Hacker, 2023).

REINO UNIDO

A Estratégia Nacional de 1A do Reino Unido optou por uma abordagem mais flexivel
a governanca da IA concentrando-se principalmente em principios como
transparéncia, responsabilidade e mitigacao de preconceitos. A Estratégia Nacional de
IA do Reino Unido, publicada em 2021, descreve uma estrutura que prioriza a
inovacdo e, a0 mesmo tempo, garante uma implantacao ética.

Ao contrério da Lei de IA da UE, o Reino Unido nédo prop8e uma Unica estrutura
regulatoria abrangente, mas adota uma abordagem especifica para cada setor,
capacitando 6rgdos reguladores como o Information Commissioner’s Office (ICO) e
a Competition and Markets Authority (CMA) para supervisionar as aplicacdes de 1A
em seus dominios (Governo do Reino Unido, 2021).

ESTADOS UNIDOS DA AMERICA

Os Estados Unidos carecem de uma regulamentacdo nacional abrangente sobre 1A
dependendo, em vez disso, de diretrizes especificas para cada setor e estruturas
voluntarias. Orgdos como a Comissdo Federal de Comércio (FTC) e o Instituto
Nacional de Padrdes e Tecnologia (NIST) forneceram diretrizes de governanca de IA,
com foco na equidade, responsabilidade e transparéncia (NIST, 2023).

A Ordem Executiva 13960, emitida em 2020, estabelece principios para uma IA
confiavel nas agéncias federais, enfatizando a participacdo publica, a gestdo de riscos
e a responsabilidade algoritmica (Casa Branca, 2020). No entanto, a natureza
fragmentada da governancga da 1A nos EUA levou a inconsisténcias entre os setores,
gerando pedidos por uma abordagem regulatoria unificada (Binns,2022).

Esses exemplos servem para melhor avaliar qual o modelo mais adequado para o
Brasil. Nota-se que, de fato, somente a Unido Europeia adotou uma lei regulatéria para IA, com
0 objetivo de melhor controlar o seu desenvolvimento e aplicacdo. Contudo, como se pode
notar, o rigorismo dos parametros estabelecidos pela Lei da IA da UE podera dificultar ou
mesmo impedir a inovacdo, considerando que essa tecnologia se transforma quase que
diariamente.

Isso posto, reforca-se a necessidade da criacdo de um marco regulatorio para IA no
Brasil. Por exemplo, na auséncia de uma regulacdo minima na justica e face a crescente
disseminacdo de iniciativas no seio do Judiciario nacional, o Conselho Nacional de Justica
(CNJ) promulgou a Resolugdo n° 615, de 11 de marc¢o de 2025, que estabeleceu um arcabouco
normativo para a implementacdo das ferramentas de inteligéncia artificial no ambito dessa
esfera de poder (a semelhanca da fragmentacdo ocorrida nos EUA).

Além desse incremento de iniciativas, outro ponto de reflexdo que levou o CNJ a
disciplinar foi o avango da inteligéncia artificial generativa, como, por exemplo, a chamada
Large Language Model (LLM), ou em traducéo livre, Modelo de Linguagem de Grande Escala,
que utiliza expressiva quantidade de textos oriundos de uma variedade de procedéncias, tais
como livros, sites, artigos, codigos, entre outros, visando & geracdo de linguagem humana, a
partir da compreenséo e interpretacdo do contetdo dessas fontes (Santos, 2025).

Essa preocupacgdo é licita, pois é derivada da crescente discussdo e inquietagdo em
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torno dos impactos éticos e morais, bem como das consequéncias juridicas do emprego da IA
na elaboracdo de decisdes judiciais, particularmente no tocante ao quesito da transparéncia e
aplicacdo correta da justica, a fim de evitar possiveis preconceitos derivados dos algoritmos.

Todavia, a despeito do memorével esforco do CNJ em propor um marco regulatério
para 0 Judiciério, este sO atende a uma parcela da sociedade brasileira que tem acesso a
tecnologia da IA.

Em outro giro, ndo se pode olvidar da iniciativa proposta pelo senador Rodrigo
Pacheco, o Projeto de Lei n° 2338/2023, ja aprovado pelo Senado Federal e atualmente em
trdmite na Camara dos Deputados. Em linhas gerais, ele se assemelha a lei criada na Unido
Europeia, com énfase na pessoa humana como foco central, sendo a partir dela que devera
gravitar o desenvolvimento, a implementacdo e o uso de sistemas de inteligéncia artificial.
Porém, ainda ha discussdes sobre se essa lei € uma excelente referéncia de adogdo para a
situacdo brasileira, uma vez que sequer ha uma agéncia reguladora central para a inteligéncia
artificial.

Contudo, Benjamin Schwartz, Diretor de Parcerias de Infraestrutura e Politicas
Publicas da OpenAl no Brasil, comentou em seu artigo “Como o Brasil pode construir seu
proprio futuro de IA”, publicado no site JOTA, que a redagdo desse PL, atualmente, podera
criar requerimentos de conformidade, gerando um desequilibrio que podera dificultar a captura
dos beneficios da A pelas startups brasileiras.

Além do problema regulatdrio, ha o acesso desigual as ferramentas de IA, que de
alguma forma discrimina as pessoas. Segundo a reportagem citada da CNN, ao qualificar as
pessoas por classe social, escolaridade e idade, verificou-se que aguelas com maior escolaridade
(no minimo o ensino médio) e pertencentes ao estrato social mais elevado (classe média alta
para cima) sdo as maiores usuarias da IA, além de ser mais familiar entre os mais jovens,

conforme relatado a seguir, in verbis:

A 1A também é mais percebida & medida que diminui a idade das pessoas entrevistadas
e conforme cresce a escolaridade e a classe econdmica. 94% ja ouviram falar sobre
IA entre aqueles com 16 a 24 anos de idade; 90% entre os de 25 a 34 anos, e 69%
entre pessoas com 60 anos ou mais.

Em relacdo a escolaridade, 97% ja ouviram falar sobre o termo 1A entre aqueles que
tém ensino superior; 91%, entre os que concluiram no méximo o ensino médio e 61%
entre os que s6 concluiram o ensino fundamental. 94% ja ouviram falar de 1A entre as
pessoas que sdo das classes econdmicas A/B; 88% entre os da classe C e 66% entre
pessoas das classes D/E.

Entretanto, com o avanco crescente das tecnologias na area de 1A, sobretudo em razdo

da sua disseminacéo, foi criado o Plano Brasileiro de Inteligéncia Artificial (PBIA), fruto da
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iniciativa do Conselho Nacional de Ciéncia e Tecnologia (CCT), coordenada pelo Ministério
da Ciéncia, Tecnologia e Inovacdo (MCT]I), com apoio técnico do Centro de Gestdo e Estudos
Estratégicos (CGEE).

Em linhas gerais, o plano preconiza o desenvolvimento ético, seguro e sustentavel da
inteligéncia artificial no Brasil, com investimentos de até R$ 23 bilhGes ao longo de quatro
anos. De acordo com o quadro apresentado no plano citado, pode-se verificar a preocupagédo
em incluir temas como inclusdo, diversidade, dentre outros, o que podera mitigar essa

deficiéncia no Brasil:

llustracéo n° 04 — Extrato do Plano Brasileiro de Inteligéncia Artificial (PBIA)

A Visdo do Brasil

@
OBJETIVOS

DE DESENVOLVIMENTO

SUSTENTAVEL

crrr

Plano IA para o Bem de Todos

Fonte: Plano Brasileiro de Inteligéncia Artificial (PBIA), pagina 15

Diante do exposto, ha necessidade de ampliar os estudos, ndo somente limitando a Lei
de 1A da Unido Europeia, mas também as outras iniciativas globais existentes, bem como
discutir os alcances do Plano Brasileiro de Inteligéncia Artificial (PBIA), que serd um norte

para a inclusao social.

CONCLUSOES OU CONSIDERACOES FINAIS

A inteligéncia artificial € uma tecnologia que esta transformando estruturas e, por que
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ndo dizer, a forma de pensar do ser humano. No entanto, é preciso refletir sobre a sua
aplicabilidade, bem como sobre a regulagdo, visando a mitigacdo dos riscos, para que a IA ndo
se torne um fim em si mesma, mas que se direcione para objetivos éticos e coletivos.

Inegavelmente, ndo hé o que discutir sobre os beneficios que a I A esta proporcionando
em varios setores para 0 ser humano, aumentando suas capacidades cognitivas, operacionais,
sociais e emocionais, dentre outras, conforme abordado sinteticamente neste artigo.
No entanto, nem tudo ocorre como se deseja. Por trds dos beneficios, ha riscos que envolvem o
seu emprego e que merecem atencdo redobrada, a fim de evitar que se transformem em
resultados imprevisiveis com consequéncias nefastas.

Nesse contexto, € interessante a adverténcia emitida pelo ganhador do Nobel de
Economia em 2024, Daron Acemoglu (2021), sobre os perigos e consequéncias indesejadas que
a inteligéncia artificial pode acarretar. Segundo ele, essa tecnologia ndo possui, em si, uma
suposta esséncia destrutiva que podera afetar a raga humana, mas o perigo € fruto das escolhas
realizadas pelas pessoas fisicas (programadores, pesquisadores, dentre outros) e juridicas
(empresas privadas e setor publico).

Dessa forma, cresce a importancia da necessidade de refletir sobre a criacdo de uma
estrutura regulatoria, que devera ser construida sem vieses, particularmente considerando as
especificidades e peculiaridades brasileiras, que possuem requisitos proprios. Essa situacao
devera ser levada em consideracao nessa construcédo regulatoria.

Nesse sentido, a construcdo de uma regulacdo baseada somente na legislacdo europeia
€, no minimo, temeraria. Seria prudente estudar outras normas internacionais, particularmente
a Estratégia Nacional de IA do Reino Unido, que propde uma abordagem especifica para cada
area.

Por fim, ndo ha como permanecer na atual situacdo, dependendo exclusivamente de
iniciativas individuais, como a do CNJ, por exemplo, mas é necessario que haja a construcao

de uma regulacédo apropriada para as especificidades das instituices brasileiras.
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