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XXXII CONGRESSO NACIONAL DO CONPEDI SAO PAULO - SP
INTERNET: DINAMICAS DA SEGURANCA PUBLICA E INTERNACIONAL

Apresentacdo

No XXII Congresso Nacional do CONPEDI, realizado nos dias 26, 27 e 28 de novembro de
2025, 0 Grupo de Trabalho - GT “Internet: Dinamicas da Seguranca Publica e Internacional”,
gue teve lugar na tarde de 28 de novembro de 2025, destacou-se no evento ndo apenas pela
gualidade dos trabalhos apresentados, mas pelos autores dos artigos, que sdo professores
pesquisadores acompanhados de seus alunos pos-graduandos. Foram apresentados artigos
objeto de um intenso debate presidido pelos coordenadores.

Esse fato demonstra a inquietude que os temas debatidos despertam na seara juridica. Cientes
desse fato, os programas de pos-graduacéo em direito empreendem um didlogo que suscita a
interdisciplinaridade na pesquisa e se propde a enfrentar os desafios que as novas tecnologias
impdem ao direito. Para apresentar e discutir os trabal hos produzidos sob essa perspectiva.
Os artigos que ora sao apresentados ao publico tém a finalidade de fomentar a pesquisa e
fortalecer o didlogo interdisciplinar em torno do tema “Internet: Dindmicas da Seguranca
Plblica e Internaciona”. Trazem consigo, ainda, a expectativa de contribuir para os avangos
do estudo desse tema no ambito da pds-graduacdo em direito, apresentando respostas para
uma realidade que se mostra em constante transformacao.

Os Coordenadores

Prof. Dr. José Renato Gaziero Cella

Prof. Dra. Danielle Jacon Ayres Pinto

Prof. Dr. Gustavo Rabay Guerra

Prof. Dra. Jéssica Fachin



DA MODERACAO DE CONTEUDO ON-LINE A PREVENCAO EDUCATIVA:
COMBATE AO DISCURSO DE ODIO E DISCURSO PERIGOSO NO INSTAGRAM

FROM ON-LINE CONTENT MODERATION TO EDUCATIONAL PREVENTION:
COUNTERING HATE SPEECH AND DANGEROUS SPEECH ON INSTAGRAM

Thayane Brito de Jesus 1
Felipe Marchese 2
Maria Amélia Carvalho Campos3

Resumo

O artigo investiga se a moderacéo de conteido do Instagram, tomada i soladamente, é capaz
de conter a recorréncia do discurso de 6dio. A pesguisa adota uma metodologia qualitativa,
de natureza teorico-normativa, estruturada em revisdo bibliogréfica e com abordagem

dedutiva. Verificou-se, partindo da transformacéo da esfera publica pela plataf ormizago, que
algoritmos e decisdes de design funcionam como gatekeepers que estruturam visibilidade,

alcance e velocidade da comunicagdo. Adotou-se, analiticamente, a categoria de discurso
perigoso, centrada em efeitos e contexto (orador, audiéncia, mensagem, meio e ambiente),
para graduar risco e orientar respostas mais finas ao combate a discursos potencialmente
violentos on-line. A partir da andlise das medidas adotados pelo Instagram, o estudo criticaa
baixa densidade operacional de suas diretrizes contra o discurso de 6dio e a tensdo entre
integridade do ambiente e incentivos de engagjamento, defendendo que a melhor solugéo
perpassa pela procedimentalizagdo de garantias de transparéncia, motivagéo, recurso e
auditoria, bem como pela governanca de fluxos com medidas graduais, além de

investimentos em educacdo digital de longo prazo por meio da alfabetizacdo mididtica e da
literacia algoritmica como estratégia para reduzir a suscetibilidade e a cumulatividade dos
danos provocados pelo discurso perigoso nas plataformas digitais. Conclui-se que a
moderacdo € necessaria, porém insuficiente de forma isolada, sendo imprescindivel um

arranjo policéntrico que acople direito, engenharia de plataformas e formagdo civica para
combater adequadamente o discurso de 6dio num contexto de autotransformacéo da
comunicagao coletiva.

1 Advogada e Mestranda em Direito Politico e Econdmico pela Universidade Preshiteriana Mackenzie (UPM),
em associagdo com a Universidade Federal de Mato Grosso do Sul (UFMS). Técnicade Nivel Superior da
Universidade Estadual de Mato Grosso do Sul (UEMS). E-mail: thayanebrito@outlook.com

2 Advogado e Mestrando em Direito Politico e Econémico pela Universidade Presbiteriana Mackenzie (UPM),
em associacdo com a Universidade Federal de Mato Grosso do Sul (UFMS). E-mail: felipe.marchese@outl ook.
com.br.

3 Advogada e Mestranda em Direito Politico e Econdmico pela Universidade Preshiteriana Mackenzie (UPM),
em associagdo com a Universidade Federal de Mato Grosso do Sul (UFMS). E-mail: amelia.campos@ufms.br
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Palavras-chave: Discurso de édio, Discurso perigoso, Governamentalidade algoritmica,
Moderacdo de contelido, Educacdo digital

Abstract/Resumen/Résumé

The article aims to evaluate the effectiness of Instagram’s content moderation, taken in
isolation, is capable of containing the recurrence of hate speech. The research adopts a
gualitative methodology, with a theoretical-normative orientation, structured on bibliographic
review and a deductive approach. Starting from the transformation of the public sphere
through platformization, it was found that algorithms and design decisions operate as
gatekeepers that structure visibility, reach, and the speed of communication. Analytically, the
study adopts the category of dangerous speech, centered on effects and context (speaker,
audience, message, medium, and environment), to assess risk and guide more nuanced
responses to potentially violent online expressions. Based on the analysis of Instagram’s
measures, the study criticizes the low operational density of its guidelines against hate speech
and the tension between maintaining platform integrity and maximizing engagement
incentives. It argues that the most effective solution requires procedural guarantees of
transparency, justification, appeal, and auditing, as well as the governance of information
flows through graduated measures. In addition, it highlights the importance of long-term
investments in digital education, particularly through media literacy and algorithmic literacy,
as strategies to reduce susceptibility and the cumulative harms caused by dangerous speech
on digital platforms. The article concludes that moderation is necessary but insufficient when
applied in isolation. A polycentric arrangement that integrates law, platform engineering, and
civic education is essential to adequately address hate speech in a context of ongoing
transformation of collective communication.

K eywor ds/Palabr as-claves/M ots-clés. Hate speech, Dangerous speech, Algorithmic
governmentality, Content moderation, Digital education
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1 INTRODUCAO

A expansdao das redes sociais e, mais amplamente, dos ecossistemas digitais de
comunica¢do e informacao reconfigurou profundamente a esfera publica, transformando a
maneira como individuos interagem e compartilham informagdes. O surgimento das
plataformas sociais on-line, verdadeiras pragas digitais, reduziu as barreiras de entrada para a
fala publica de maneira tal que, o que antes dependia de gatekeepers tradicionais para ser
veiculado — como editoras, emissoras e redagdes — passou a ser orquestrado por arquiteturas
técnico-econdmicas cuja logica combina métricas de engajamento, dados comportamentais e
modelos de recomendacdo, de modo tal que a conversagdo privada entre os individuos se da,
hoje, em infraestruturas privadas, com suas regras e modos de visibilidade proprios.

Nesses ambientes, a transformagdo da comunica¢do também se deu num nivel
temporal e escalar: a escala da comunicagdo digital é global, com um alcance jamais visto, e
com uma temporalidade baseada em virais e picos rapidos, com postagens que atravessam
comunidades em minutos, antes mesmo que agentes — humanos ou artificiais — consigam reagir
para verificar, replicar ou moderar esses contetidos. Isso posto, as mesmas propriedades que
democratizam a fala também fomentam fric¢des, ao passo em que economias de atengdo
premiam o extraordindrio, o confrontacional e o emocionante; e as métricas de sucesso dessas
plataformas, nessa combinagdo de escala e velocidade, inadvertidamente acabam priorizando
materiais polarizadores e limitrofes, favorecendo a proliferagdo da desinformagdo e de um
discurso perigoso e potencialmente violento no ambiente digital.

Nas plataformas digitais, a forma como os usuarios compartilham e interagem com os
conteudos on-line ndo € neutra, pois os algoritmos determinam as regras de visibilidade, as
quais tornam certos tipos de mensagem mais propensos a circulacdo, numa curadoria
automatizada ancorada em previsdes de atengdo. Aqui, e agudiza a tensdo cldssica entre
liberdade de expressdo e a manutencdo de um ambiente on-line saudavel: de um lado, a
liberdade de expressao protege o dissenso, o teste de ideias impopulares e o desconforto
inerente a vida democratica; e, de outro, um ambiente saudavel demanda previsibilidade de
regras, prote¢do contra assédio organizado e campanhas de dano e desumanizagao.

Chega-se, entdo, ao problema normativo-pratico que orienta este estudo: dada a logica
de plataformas e a plasticidade contextual das comunicagdes on-line, a moderagao de conteudo
realizada isoladamente pelo Instagram ¢ suficiente para enfrentar a recorréncia de discursos de
0dio ou perigosos? Em outras palavras, ¢ plausivel esperar que um conjunto de regras e

automatismos, operando sobretudo no nivel do contetido, consiga mitigar riscos que emergem
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do acoplamento entre incentivos de produto, dindmicas de rede e comportamentos coletivos? A
partir da andlise das ferramentas adotadas pelo Instagram para operar contra esses contetidos
potencialmente violentos, a hipotese que se coloca neste trabalho ¢ que, sem medidas que
combinem transparéncia, responsabilizagdo procedimental e formagdo critica dos usudrios, a
moderagdo isolada, embora necessaria, ¢ insuficiente para preservar, no ambiente on-line,
simultaneamente, a sua integridade e a vitalidade da liberdade de expressao.

A presente pesquisa adota uma metodologia qualitativa, de natureza tedrico-
normativa, estruturada em revisao bibliografica e analise documental com abordagem dedutiva,
num percurso metodoldgico que passa pelo mapeamento conceitual das categorias centrais de
analise (como discurso de 6dio e discurso perigoso) e pelo exame critico de marcos normativos
e documentos institucionais relevantes além das diretrizes e politicas do Instagram disponiveis
publicamente, enquanto corpus documental. Assim, foi possivel examinar o conceito
epistemolodgico e juridico do discurso perigoso e dos crimes de 6dio no direito brasileiro, os
parametros de moderagao de conteudo empregados on-/ine pelo Instagram, a fim de discutir o
conceito de governamentalidade algoritmica como chave interpretativa da atuacdo das
plataformas digitais e, dai, formular uma sintese argumentativa, visando identificar
convergéncias, tensdes e lacunas regulatorias, avaliando o potencial da educagao digital como

politica de prevenc¢do e mitigacao de praticas intolerantes no ambiente on-line.

2 O ALGORITMO E A ECONOMIA POLITICA DAS PLATAFORMAS DIGITAIS:
TENSOES NA DIMENSAO COLETIVA DA COMUNICACAO ON-LINE

A emergéncia do digital ndo significou apenas a adocao de novas ferramentas, mas a
reconfiguragdo das proprias condi¢des de produgdo de conhecimento, coordenagdo social e
estabilizagdo normativa. Segundo Campos (2022, p. 257), “o digital transforma ndo apenas a
geragdo de conhecimento social, mas também as interacdes e experiéncias mais intimas de
individuos uns com os outros € com as institui¢des, que influenciam de forma decisiva suas
trajetorias sociais”’, de modo que ndo ha que se falar, hoje, em um mundo digital separado da
realidade analdgica, mas em uma transposi¢do do mundo real para o virtual. Nesse sentido, nas
ultimas décadas, com a popularizagdo da internet e a expansao massiva de servicos orientados
a dados, o direito — historicamente ancorado em institucionalidades estatais ¢ na estabilizacao
de expectativas — passou a operar sob novas pressoes epistémicas e temporais: a simultaneidade
de eventos e a aceleragdo informacional desafiam mecanismos de garantia e de previsibilidade,

obrigando o direito a se adaptar a autotransformagao da sociedade digital.
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Nesse novo regime juridico, as plataformas digitais ndo sdo apenas uma infraestrutura
técnica: sdo formas de organizagao da vida social que integram, num mesmo ambiente, captacao
de dados, mecanismos de recomendacao e protocolos de visibilidade. Tal integracdao projeta
efeitos ndo s6 sobre como circulam contetidos, mas sobre o proprio modo como se produz valor
e autoridade na esfera publica, de modo que a arquitetura de dados, os modelos algoritmicos e
a aprendizagem de maquina se tornam elementos constitutivos do arranjo econdmico e juridico
de plataformas, com implicacdes para a distribuicao de poder comunicacional.

Se, no século XX, a relagdo entre meios de difusao (radio, imprensa e TV) e grandes
organizagdes estruturou a publicidade social, hoje a infraestrutura tecnoldgica global das
plataformas desloca os eixos de coordenacdo e de legitimacdo. Nao se trata de um vazio
normativo, mas de uma nova combinagdo entre elementos horizontalizantes (redes,
participacdo) e verticalizantes (governanca algoritmica, termos privados), que tanto pode abrir
oportunidades de liberdade quanto intensificar riscos de violagao de direitos — e no cerne dessa
transformacgao esta a ocupagao do espaco editorial por mecanismos de moderagao automatizada.

Todavia, ha uma tensao estrutural entre a promessa emancipatoria das plataformas e
seus mecanismos de ordenagdo invisivel. As escolhas de design e o algoritmo operam como
regulacdo de fato, instituindo regras de visibilidade e de alcance que moldam a conversacao
publica antes mesmo da intervencao juridica formal; e, como resultado, se tem um duplo
sistema de estruturagdo do espaco comunicativo, em que coexistem, de um lado, normas
publicas que ainda partem de categorias de conteudo, e, de outro, um complexo de decisdes
tecnologicas e contratuais que governam fluxo, descoberta e engajamento em escala
transnacional. Para o direito, questao metodologica e normativa € como rearticular garantias de
liberdade e de igualdade comunicativa num ambiente cuja temporalidade € a dos picos virais €
das simultaneidades que escapam ao controle institucional classico, pois essa nova economia
politica das plataformas digitais reconfigura a propria gramatica de intervengao, deslocando o
eixo do pos-fato — san¢do — para o ex ante — a governanga de fluxo. Em suma, a economia
politica das plataformas digitais exige que a dimensao coletiva da comunica¢do, como condi¢ao
de possibilidade da propria liberdade de expressdo, seja pensada para além das categorias
tradicionais, cabendo o desafio de instituir, por desenho institucional e procedimental,
contrapesos que preservem a vitalidade do debate publico sem abdicar da prote¢ao contra danos
sist€émicos que decorrem da propria logica de dados e de recomendacdo que tornou as

plataformas socialmente indispensaveis (Campos, 2022).
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3 CONCEPCAO EPISTEMOLOGICA E JURIDICO-NORMATIVA DO DISCURSO
DE ODIO NO DIREITO BRASILEIRO

Partindo do pressuposto foucaultiano de que nao ha discurso dado de antemao, puro
ou transparente (Foucault, 2011), o que se costuma denominar por discurso de 6dio ¢ um objeto
construido no interior de regularidades discursivas, por meio de recortes, séries e critérios que
selecionam o que conta como enunciavel, verdadeiro, licito ou ilicito. O discurso de 6dio ndo ¢
apenas uma categoria juridica; ¢ um ponto de convergéncia de diferentes formagdes discursivas,
que estabilizam objetos, enunciados e regimes probatorios: trata-se de descrever a formagao
dos objetos e estratégias que dao inteligibilidade ao 6dio como problema do direito, sem
naturaliza-lo (Foucault, 2008).

A luz desse duplo enquadramento — o Estado como ordem juridico-normativa e,
simultaneamente, como forma de organizagdo social —, se faz necessario deslocar o foco do
questionamento acerca do que diz a lei: deve-se investigar, na verdade, como as relagdes sociais
produzem e fazem operar categorias como discurso de ddio na esfera publica contemporanea,
fortemente mediada por plataformas digitais. Isso significa acompanhar os procedimentos de
selecdo e rarefacdo pelos quais certos enunciados ganham estatuto de risco, passam a acionar
expectativas de tutela, e, ao final, sdo institucionalizados em decisdes, politicas e praticas
administrativas. E precisamente nesse encontro entre formas juridicas e dindmicas socioldgicas
que se compreende por que o chamado discurso de 6édio assume contornos fluidos e ambiguos
- € porque, no Brasil, a protecdo constitucional da liberdade de expressdo convive com limites
proporcionais quando a fala se converte em instrumento de violacdo de direitos.

No plano sociologico, o discurso de 6dio circula em multiplos campos e ¢ utilizado
por diferentes atores sociais, o que lhe confere contornos fluidos e, por vezes, ambiguos
(Brown, 2017). Embora a liberdade de expressdo ocupe posi¢do nuclear enquanto direito
fundamental consagrado na Constitui¢do da Republica (Brasil, 1988), ela ndo ¢ ilimitada, pois
a tradicdo do constitucionalismo democratico no Brasil repudia a existéncia de direitos
absolutos — com a excepcionalissima ressalva da proibi¢cdo da tortura (Bobbio, 2004). Como
consequéncia, quando a expressdo se converte em instrumento de violagao de direitos, seja por
incitar a violéncia, por promover discrimina¢des ou por corroer as condi¢gdes minimas de
participacao publica de grupos vulneraveis, se abre espago para restricdes justificadas e para a
responsabilizacdo nas esferas penal, civel e administrativa.

No direito brasileiro ndo ha uma categoria tipificada de modo unitario como crime de

odio, se tratando, na verdade, de um rétulo descritivo usado por pesquisas criminais e de direitos
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humanos para designar condutas motivadas por hostilidade a atributos identitarios de carater
odioso e discriminatério — de maneira tal que, por vezes, as manifestacdes captadas por essa
ampla conceituagdo acabam carecendo de uma maior precisao conceitual e delimitacao analitica
e operacional. No entanto, cumpre salientar que a auséncia normativa especifica ndo significa
inexisténcia de tutela juridica, e o ordenamento brasileiro abriga mecanismos que alcangam
condutas odiosas como racismo, xenofobia e homotransfobia (Tanure, 2021). No plano
juridico-positivo, a resposta estatal as manifestagdes usualmente rotuladas como crimes de 6dio
¢ construida a partir de um arcabougo normativo disperso, no qual se sobressai, notadamente, a
Lei n.° 7.716/1989, cujo artigo 1° estabelece a puni¢do de crimes resultantes de discriminagao
ou preconceito de raga, cor, etnia, religido ou procedéncia nacional (Brasil, 1989).

A esse nucleo de protegdo juridica se somam figuras penais correlatas do Codigo
Penal, como incitacdo ao crime, ameaca e a injuria racial — esta Ultima substancialmente
reconfigurada por reformas legislativas recentes —, além de diplomas especiais de tutela
antidiscriminatéria (Brasil, 1940). O resultado ¢ um mosaico que, embora ndo ofereca uma
tipificacdo unitaria de crime de 6dio, como referido, permite enquadrar juridicamente condutas
motivadas por hostilidade a atributos identitarios. Tal desenho possui virtudes e custos: por um
lado, ao invés de uma cldusula penal genérica, o ordenamento oferece tipos especificos e vias
sancionatdrias diversificadas, oferecendo uma tutela mais ampla; entretanto, esse justamente
pode ser interpretado como um revés, pois dispositivos dispersos e, por vezes, redundantes
podem dificultar a aplicagdo concreta do direito, sobretudo em cenarios que misturam o on-line
e o off-line, com multiplos agentes e circulac¢do transnacional de contetido.

Nesse contexto, ganha relevancia, também, o Marco Civil da Internet (Brasil, 2014),
que reordenou responsabilidades no ecossistema digital, fixando parametros de direitos dos
usuarios, neutralidade de rede, prote¢do de dados, e, sobretudo, uma arquitetura de
responsabiliza¢do de intermedidrios. Em regra, a remogdo de conteido depende de ordem
judicial, com exceg¢des especificas: o autor do ilicito responde diretamente nas esferas penal e
civel; e os provedores tém deveres procedimentais de guarda de registros e de colaboragcdo. Em
termos praticos, isso significa deslocar o foco da punicdo imediata para processos de
identificacdo, avalia¢do e decisdo, um desenho compativel com a complexidade técnica e com
garantias de devido processo informacional (Koche Junior; Santos; Toledo, 2024).

Ainda no plano civel, o ordenamento oferece outros instrumentos de resposta agil e
graduada: além dos artigos 186 e 187 do Cdédigo Civil (Brasil, 2002), que punem,
respectivamente, o ato ilicito e o abuso de direito — este Ultimo particularmente util quando a

forma expressiva ¢ desvirtuada por violagdo de boa-fé, bons costumes e finalidade social —,
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ganha relevo o dever de indenizar previsto no artigo 927, articulado ao critério de extensao do
dano inscrito no artigo 944: esses dispositivos normativos permitem que a resposta seja
proporcional ao gravame efetivamente produzido, inclusive quando o dano ¢ extrapatrimonial
e difuso, sem confundir critica dura com desumanizagao.

No eixo tutelar, o Cédigo de Processo Civil (Brasil, 2015) oferece instrumentos aptos
a prevenir ou fazer cessar lesdes: as tutelas inibitorias e as tutelas de urgéncias, previstas,
respectivamente, nos artigos 497 e 300, permitem ao magistrado, inclusive em modalidade
antecipatoria, interromper a continuidade do dano, estancar a replicagdo de contetido e evitar
reiteragdes enquanto se instrui o mérito; € em casos com prova pré-constituida, a tutela de
evidéncia, prevista pelo artigo 311, também pode ser manejada para superar a inércia decisoria
tipica do ambiente digital. Além disso, a eficacia desses instrumentos pode ser refor¢ada pelo
instituto das astreintes, que pode funcionar como incentivo ao cumprimento célere de ordens
de remocao despriorizagao ou desativagdo de perfis e conteudos on-line.

Essas respostas juridicas nao silenciam o dissenso. Seu propodsito € reconstituir
condi¢gdes minimas de convivéncia discursiva, coibindo o rebaixamento de status e a expulsao
simbdlica de grupos do espaco publico. Essa engenharia civel dialoga com a arquitetura técnico-
organizacional das plataformas, ao passo em que essas medidas podem atuar nos fluxos digitais
para ajustar recomendagdes, restringir alcance automatizado, rotular conteiido para
contextualizagdo e reforcar o devido processo interno de regulacao das plataformas digitais.
Trata-se de procedimentalizar as liberdades, mantendo o direito de falar sem transformé-lo em
direito a amplificacdo, quando a mensagem cruza limiares de risco identificaveis.

Desse panorama aqui exposto, emerge a dupla fungdo estatal no espaco digital,
enquanto ente incumbido da protecdo da dignidade humana: de um lado, cabe ao Estado
desfazer o senso comum de que a infernet seria fora do alcance da ordem juridica, afirmando a
continuidade de garantias e deveres; e, de outro, possui ele o dever de tutelar de modo efetivo
e proporcional os direitos de individuos e grupos atingidos, combinando educac¢do midiatica,
mecanismos acessiveis de dentincia e recurso, transparéncia procedimental e san¢des quando
necessarias (Silva ef al., 2011) — pois a boa politica juridica para o enfrentamento do 6dio nao
se esgota na punicdo, mas exige governanga, accountability e alfabetizacdo civico-
informacional, elementos indispensaveis para que a liberdade de expressao e a integridade do
ambiente comunicativo se reforcem mutuamente, em vez de se anularem.

Nesse sentido, a luz de uma perspectiva que recusa essencialismos, importa tratar do
conceito de discurso de 6dio como uma construcdo analitica e normativa cuja inteligibilidade

depende de contexto, assimetria de poder e efeitos projetados na esfera ptblica. Benesch (2023)
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traz dois elementos cruciais para compreender tanto o discurso de 6dio quanto categorias a ele
correlatas, como o discurso toxico, extremo e perigoso: em primeiro ponto, ressalta que se trata
nao de um fendomeno inato, mas ensinado e aprendido; e, em segundo lugar, lembra que seus
impactos tendem a ser cumulativos, se consolidando por repetigao e reforgo social. Nessa chave,
o foco se desloca de ofensas pontuais para padrdes e dindmicas que corroem, no tempo, as
condi¢cdes de participacdo de determinados grupos, de maneira consoante ao entendimento de
Waldron (2010), que sublinha que a relevancia juridica do discurso de 6dio exige exteriorizagao
do pensamento, ou seja, a passagem de ideias a uma linguagem publicada — seja verbal, visual
ou performativa. O ponto, aqui, ndo € policiar pensamentos, mas avaliar enunciados e praticas
comunicativas quando projetam danos sociais, como a intimidagdo difusa, desumanizagao de
minorias, erosao de status ¢ expulsdao simbdlica do espago publico.

Para distinguir o que ¢ mera grosseria do que ganha relevo juridico, convém delimitar
alvo, contetido e marcadores de risco. Nesse sentido, Meyer-Pflug (2009) define o discurso de
6dio como a externalizagdo de concepgdes preconceituosas dirigidas a individuos ou grupos, e,
numa linha semelhante, Brugger (2007, p. 118) o caracteriza como manifestacdes que “[...]
tendem a insultar, intimidar ou assediar pessoas em virtude de sua raga, cor, etnicidade,
nacionalidade, sexo ou religido ou que tem a capacidade de instigar violéncia, 6dio ou
discriminacao contra tais pessoas”. De modo convergente, diretrizes internacionais, como as da
Uniao Europeia (2018) ressaltam que uma simples expressao de desprezo ou violéncia ndo basta
para configurar discurso de 6dio: exige-se, em geral, a verificagdo de um ataque concreto a uma
pessoa ou a um grupo por uma caracteristica identitdria partilhada. Nesse sentido, a
Organizagdo das Nagdes Unidas (2019, p. 2), para evitar exclusdes arbitrarias, propdoe uma lista
nao exaustiva de critérios — como religido, etnia, nacionalidade, raga, cor, ascendéncia, género,
entre outros —, reconhecendo a variabilidade contextual dos alvos.

Aqui, no entanto, surge a primeira controvérsia: quem ¢ reconhecido como potencial
alvo? A literatura registra auséncia de consenso e alerta contra os riscos de um alargamento
indevido do conceito de discurso de 6dio e de seu estreitamento artificial. No plano analitico,
portanto, a motivacao discriminatoria € peca importante, pois confere gravidade ao projetar o
dano para além da vitima individual, atingindo o grupo e o ambiente. O desafio pratico-juridico,
no entanto, estd em como reconhecer € provar essa motivacao: deve-se se a reduzi-la a um
elemento subjetivo de dificil constatagdo ou deve ser admitido inferi-la a partir do contexto
social em que ocorre a violéncia? Benesch (2023). Reduzir a motivagdo extremista e
discriminatoria a um elemento subjetivo explicito torna sua demonstracdo inviavel em muitos

casos, e ignora-la, por outro lado, dilui o sentido antidiscriminatorio da tutela.
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O caminho razoével parece ser admitir a inferéncia contextual, a partir de padroes de
linguagem e historico do emissor, além do alvo em concreto e do momento sociopolitico em
que foi proferido o discurso, compondo, assim, um quadro probatério que respeite garantias
sem blindar retéricas nocivas sob o manto da ambiguidade. E nesse ponto que a proposta de
discurso perigoso de Benesch (2023) oferece utilidade preventiva e operativa: a autora indaga
se o discurso de o6dio deve, necessariamente, promover 6dio ou se bastaria que alguém se
sentisse atingido por ele; e questiona se deve ser levada em consideracdo somente a intengao
do autor ou os efeitos do discurso produzidos sobre os destinatarios, questionando a intensidade,
duracdo e violéncia necessarias para que uma emogao seja juridicamente qualificada como 6dio
discursivo. Ao invés de se fixar no conteudo intrinseco ou na intengdo subjetiva, a categoria
centraliza o efeito do discurso, considerando perigoso aquela expressdo que aumenta o risco de

violéncia ou discriminagdo contra um grupo, a partir de certos contextos e varidveis.

Dangerous speech is a narrower and more precisely bounded category than hate
speech, the most prevalent term in academic literature and common discourse |...].
The term hate speech itself presents important questions that have not yet been
consistently answered. First, must hate speech express hatred, promote hatred, or
make someone feel hated? [...] If it is the intention of the author that is definitive, the
state of another person’s mind is not always easy to discover, especially when its
expression is found online (Benesch, 2023, p. 187).

A autora, entdo, sistematiza cinco dimensdes para uma aferi¢ao graduada do que seria
um discurso perigoso: (i) o orador, sua autoridade, credibilidade, e acesso a coer¢do; (i) a
audiéncia, suas vulnerabilidades, estado emocional e exposi¢do prévia a narrativas hostis; (ii1)
a mensagem, a partir de seus marcadores retoricos, como desumanizagdo e retorica de
contaminagdo; (iv) o contexto, levando em consideracdo tensdes sociais, gatilhos histdricos e
deslegitimacgdo de salvaguardas; e (v) os meios ou a midia, com base no alcance, velocidade e
exclusividade informacional do canal (Benesch, 2023, p. 188-191).

Nesse sentido, dois corolarios dai decorrem: em primeiro lugar, ndo basta a
possibilidade abstrata de incitar violéncia, sendo necessario avaliar o risco concreto a luz de
todas as variaveis conjuntamente; além disso, a repeticao importa, de modo que exposigdes
reiteradas naturalizam ideias hostis e dessensibilizam audiéncias. Em ecossistemas digitais de
alta velocidade e recomendacdo algoritmica, essa dinamica cumulativa se exacerba, pois a
arquitetura de distribuicdo pode transformar sinais fracos em normas de sentido, corroendo os
limiares sociais que inibem danos. Essa perspectiva, alids, dialoga com o pensamento
foucaultiano, segundo o qual os objetos construidos pelo discurso estio em permanente

formacgao e transformagao (Silva; Machado Junior, 2015).
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A auséncia de consenso académico sobre o que constitui discurso de odio reforca a
pertinéncia dessa critica, e a analise dessas varidveis oferece maior objetividade para a
compreensdo da violéncia on-line, fornecendo subsidios relevantes tanto para a
responsabilizacdo civil e penal quanto para a formulacdo de parametros de moderagao de
conteudo em plataformas digitais. O conceito teorico de discurso perigoso possui, como se V€,
uma possibilidade de aplicacdo preventiva maior e mais especifica que a ampla nogdo de
discurso de 6dio, comum na literatura: considera-se perigoso o discurso que contribui para a
criacdo de um ambiente favoravel a violéncia contra determinado grupo, de modo que a
centralidade recai, portanto, sobre o resultado do discurso (Benesch, 2023).

Assim, a categoria de discurso perigoso cumpre exatamente a fun¢do preventiva que
este trabalho demanda, nascendo da detec¢do de padrdes retdricos recorrentes em falas de
lideres politicos, religiosos e culturais antes de erupc¢des de violéncia em distintos tempos e
lugares (Benesch, 2023, p. 188), tendo o proposito de democratizar esses conhecimentos para
que sociedades consigam reconhecer os sinais ¢ interromper a escalada do dano. Ao deslocar o
foco para efeitos e contexto, e operacionalizar a analise em cinco dimensdes (orador, audiéncia,
mensagem, contexto € meios), o modelo permite aferir risco em gradagdes, capturar a
cumulatividade da exposi¢do e orientar respostas proporcionais no direito e na governanga de

plataformas, sem sacrificar o nlicleo da liberdade de expressao.

4 DISCURSO DE ODIO E DISCURSO PERIGOSO: TENSOES REGULATORIAS NO
AMBIENTE DIGITAL VERIFICAVEIS NO CASO DO INSTAGRAM

A passagem da esfera publica das organizagdes para a esfera ptblica das plataformas,
como conceitua Campos (2022), reconfigura quem define o que se torna visivel, a que ritmo
circula e com quais efeitos sociais. As plataformas digitais funcionam como gatekeepers
algoritmicos: mediadores que organizam interagdes por meio de dados, modelos de
recomendacado e protocolos de visibilidade — e, nesse cendrio, o caso do Instagram ¢ exemplar
por condicionar a circulagdo de contetido por meio de decisdes de design e de mediacao
algoritmica, ou seja, por decisdes que ndo apenas espelham o social, mas coproduzem novas
estruturas de sociabilidade e de aten¢do. No entanto, essa plataformizagdo da comunicagao nao
opera em vazio normativo: ela se ancora em uma infraestrutura juridica transnacional que
impulsiona a autorregulagdo e desloca parte da governanga para procedimentos internos, o que

exige procedimentalizar direitos comunicativos para recompor garantias na era digital:



Essa adaptacdo regulamentar revela-se especialmente importante no atual cenario,
onde o novo meio, que ¢ indiscutivelmente um amplificador de possibilidades,
coincide em grande parte com o modelo de negdcios de algumas poucas empresas.
[...] Neste contexto, os novos intermediarios t€ém amplo controle de fato do acesso a
nova dimensdo coletiva da comunica¢do ¢ podem, assim, decidir em larga medida
sobre o exercicio efetivo das liberdades de terceiros e, em ultima instancia, sobre a
formagdo da nova dimensdo coletiva da comunicagdo, com impactos claros na
constitui¢do da esfera publica democratica. Uma metodologia juridica adequada a
plataforma deve, portanto, tomar necessariamente como ponto de partia esta nova
factualidade da sociedade da plataforma (Campos, 2022, p. 314).

A distingdo entre discurso de d6dio e discurso perigoso ganha saliéncia no Instagram
porque a maior parte das decisdes acontece ex ante por mecanismos automatizados e fluxos de
trabalho terceirizados, antes mesmo de qualquer juizo judicial. Essa mediacdo técnico-
organizacional tem uma racionalidade propria, descrita por Rouvroy e Berns (2015) como

governamentalidade algoritmica, revisitando o conceito foucaultiano:

A governamentalidade algoritmica ndo produz qualquer subjetivagdo, ela contorna e
evita os sujeitos humanos reflexivos, ela se alimenta de dados ‘infraindividuais’
insignificantes neles mesmos, para criar modelos de comportamento ou perfis
supraindividuais sem jamais interpelar o sujeito, sem jamais convoca-lo a dar-se conta
por si mesmo daquilo que ele é, nem daquilo que ele poderia se tornar (Rouvroy;
Berns, 2015, p. 42).

No entanto, ¢ certo que a moderacdo de conteudos abusivos em um ambiente
descentralizado e dindmico como o da internet nao ¢ tarefa simples (Tenorio; Moreira, 2023).
A moderagdo em plataformas envolve cadeias globais de terceiriza¢ao e padrdes de opacidade
contratual, o que dificulta o escrutinio publico e a validacao independente de critérios. Além
disso, Benesch (2023) explica que a remog¢do de conteudos, isoladamente, ¢ uma estratégia
pouco efetiva para combater processos de radicalizagdo social, sendo preferivel a adogdo de
estratégias como campanhas de alfabetizacao digital do publico — incentivando-o a refletir antes
de externalizar o seu pensamento — e mais refinados processos de redu¢ao da amplificagdo

algoritmica quando o contetido versar sobre discursos perigosos:

In response to public pressure and legal requirements, especially those with social
media platforms, tech companies are increasingly trying out new techniques to try to
more effectively identify and deal with hate speech, dangerous speech, and other
harmful content on their online turf. While removing such content is the most visible
remedy, it is a heavy-handed approach, and there are many alternatives that better
protect freedom of expression but need to be better understood, including
downranking content (veducing its algorithmic amplification), ‘nudging’ users to
reconsider their words before they are posted [...] (Benesch, 2023, p. 193).

A nog¢ao de governamentalidade algoritmica ajuda a entender por que o problema nao

se esgota em listas de conteudos proibidos. Como descrevem Rouvroy e Berns (2015), a
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modelagem por correlagdes termina por colonizar o espago publico com uma esfera privada
hipertrofiada, filtrando informagao, radicalizando opinides e corroendo a experiéncia comum,
tudo isso sob a pressao da economia da atencdao. Nao obstante, a autorregulacao ¢ instrumento
indispensavel para assegurar um ambiente de debate publico equilibrado e para preservar os
direitos de todos os usuarios das plataformas digitais. Trata-se, contudo, de uma moderagdo que
ndo deve ser arbitraria ou subjetiva, mas pautada em critérios objetivos e diretrizes
transparentes, previamente disponibilizados aos usuarios e acompanhados da possibilidade de
exercicio do contraditorio e da ampla defesa (Tenorio; Moreira, 2023). No caso do Instagram,
moderar ndo se limita a retirar determinado contetido compartilhado on-line; é, em fato,
governar fluxos: a resposta regulatéria mais promissora desloca o foco da criacdo ad hoc de
novos ilicitos para exigéncias procedimentais verificadveis, com relatérios que explicitem
parametros de recomendacdo e despriorizagdo, justificativas compreensiveis para medidas de
visibilidade, mecanismos de recurso com taxas de reversdo auditaveis, e testes de impacto sobre
grupos vulneraveis.

Uma regulagdo eficaz ndo pode se limitar ao binarismo de permitir ou proibir
conteudos, nem se reduzir a listas estaticas de termos. Em ambientes como o Instagram, cujo
desenho técnico multiplica formatos, velocidades e circuitos de descoberta, o eixo decisorio se
desloca para como o fluxo ¢ organizado: quem vé o qué, em que ordem, com que énfase e com
que friccoes. A opacidade estrutural dos processos internos das plataformas digitais exige
contrapesos institucionais, e, nesse sentido, além de cldusulas proibitivas, ¢ indispenséavel
procedimentalizar direitos comunicativos, com previsibilidade de regras, notificagdo ao usuério
afetado, motiva¢do compreensivel das decisdes, canais de recurso efetivos € mecanismos de
auditoria periddica. A autorregulacao, nessa chave, ndo substitui o Estado; ela pressupde um
arranjo policéntrico, em que autoridades publicas e a sociedade civil definem padrdes
verificaveis a serem implementados pelas plataformas digitais. No Brasil, esse desenho dialoga
com o Marco Civil da Internet (Brasil, 2014) e pode ser informado pela garantia constitucional
da protecao de dados, sem colidir com a liberdade de expressao (Brasil, 1988).

O Instagram, hoje, oferece essencialmente dois instrumentos para regular o conteudo
publicado em sua plataforma: os termos de uso e as diretrizes da comunidade. Ambos contém
clausulas proibitivas sobre violéncia, terrorismo, crime organizado e grupos de 6dio, bem como
enunciam a remog¢do de ameacas concretas de violéncia, discurso de 6dio e perseguicdo com
base em caracteristicas protegidas, como raga, etnia, nacionalidade, sexo, género, identidade de
género, orientacdo sexual, religido, deficiéncia ou doenga (Perguntas, 2018). Em materiais mais

recentes, a empresa controladora do Instagram refina a defini¢do de conduta de 6dio adotada
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pela plataforma digital como ataques diretos a pessoas por caracteristicas protegidas, além de

protecao diferenciada para grupos como refugiados e migrantes (Meta, 2025).

Definimos conduta de 6dio como ataques diretos a pessoas, ¢ ndo a conceitos e
institui¢des, baseado no que chamamos de caracteristicas protegidas: raga, etnia,
nacionalidade, deficiéncia, religido, casta, orientagdo sexual, sexo, identidade de
género e doenga grave. Além disso, consideramos a idade uma caracteristica protegida
quando referida juntamente com outra caracteristica também protegida. [...] As vezes,
com base em particularidades locais, consideramos palavras ou frases especificas
como proxies usados com frequéncia para grupos com caracteristicas protegidas. [...]
Removemos discursos desumanizantes, alega¢des de imoralidade ou criminalidade
grave e insultos. Também removemos estere6tipos prejudiciais, que definimos como
comparagdes desumanizantes historicamente usadas para atacar, intimidar ou excluir
grupos especificos e que muitas vezes estdo ligadas a violéncia no meio fisico. Por
fim, removemos insultos graves, expressdes de desprezo ou repulsa, xingamentos ¢
incitagdo a exclusdo ou segregacdo quando direcionados a pessoas com base em
caracteristicas protegidas (Meta, 2025, n. p.)

O problema central, no entanto, ndo reside na declaracao de principios, mas na sua
operacionalizacdo, pois essas diretrizes permanecem genéricas € pouco sensiveis ao contexto
sociotécnico especifico da plataforma. Dentre as principais plataformas on-line, o Instagram ¢
a que menos se aprofunda, em suas normas internas, a respeito da tematica do discurso de odio,
de modo que suas diretrizes apenas tratam, de forma superficial, as dinamicas relacionadas a
circulacdo de discursos de 6dio, vinculando os usudrios as politicas de sua empresa
controladora: ao invés de um playbook especifico para seu ecossistema, o servi¢o herda
formulagdes amplas da Meta e ndo traduz adequadamente as especificidades de formato,
comunidade e praticas proprias do Instagram (Santos et al., 2023). Falta densidade normativa
para responder as variagdes por formato, por circuito de circulacdo e por dinamica de rede; e,
mesmo quando a plataforma reconhece proxies locais, ndo explicita critérios verificaveis de
aplicacdo. “A falta de especificidade da plataforma fortalece a dificuldade na moderacio de
conteido de d6dio, uma vez que suas diretrizes ndao levam em conta as especificidades de
formato, comunidade, gramaticas e praticas do Instagram” (Santos et al., 2023, p. 10).

Essa lacuna de operacionalizagdo aparece, sobretudo, onde mais importa: nas politicas
de fluxo. As regras dizem o que ¢ proibido, mas pouco esclarecem como o Instagram atenua a
circulagdo de contetidos limitrofes, e, sem indicadores auditdveis a moderagdo permanece opaca
e reativa, quando deveria ser preventiva e proporcional. Por fim, permanece a tensdo estrutural
entre integridade do ambiente e incentivos de engajamento, pois tal cenario também revela uma
conexao entre o crescimento dos discursos de 6dio on-line, a intensificagdo da polarizagao
social e a utilizacdo desse tipo de retorica por politicos, influenciadores e canais de midia

diversos como estratégia para gerar engajamento (Koche Junior; Santos; Toledo, 2024).
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Retoricas polarizadoras e contetidos limitrofes tendem a performar melhor em métricas de
atencdo, de modo que a propria plataforma, de maneira indireta, se beneficia economicamente
da propagacao e da viralizacao de conteudos abusivos e violentos.

Para que a moderagdo seja intelectualmente solida e operacionalmente eficaz, as
plataformas precisam dialogar com a melhor evidéncia cientifica disponivel sobre o discurso
perigoso e o discurso de 6dio, e sobre as dinamicas de risco on-/ine — tanto para a qualidade do
ambiente informacional quanto para a gestdo de responsabilidades inerentes ao negocio. O
ponto de partida, portanto, ndo ¢ apenas listar proibi¢cdes, mas incorporar um referencial de
risco sensivel a contexto, cumulatividade e assimetrias de poder (Benesch, 2023). Nesse
arranjo, o controle de condutas no digital ndo se esgota em normas abstratas: ele passa,
decisivamente, pelo proprio codigo e pela arquitetura do servigo — aquilo que os usuarios podem
fazer, com que fric¢des, a que velocidade e com qual alcance (Tenorio; Moreira, 2023).

Em termos classicos, Lessig (1999) ja demonstrava que o desenho técnico regula tanto
quanto a lei escrita; e que a internet pode ser regulada tanto pela alteracdo de sua arquitetura e
de seu cddigo — que moldam a forma como os individuos interagem — quanto pela criacdao de
normas juridicas que considerem essas mudancas para alcancar efetividade. Logo, uma politica
responsavel exige articulacdo entre mecanismos técnicos e normativos: ajustes de ranking,
rotulos e limites de propagagdo combinados a regras claras, previsiveis e controlaveis, aptas a
enfrentar os riscos sociais € comunicacionais que emergem on-line. A moderagao do Instagram
deve ser entendida, assim, como parte de um esfor¢o regulatorio mais amplo, orientado por
parametros claros, proporcionais e justificaveis que conciliem o nucleo da liberdade de
expressao com a prote¢ao da esfera publica contra manifestagdes perigosas — o que implica um
devido processo informacional e o controle jurisdicional, sempre que ele se mostrar necessario
—mas sem abdicar do aprendizado organizacional continuo (Tenorio; Moreira, 2023).

No plano operacional, a literatura de discurso perigoso oferece uma base de
classificacdo graduada para tanto, ao passo em que Benesch (2023) observa que, embora o
contexto ndo possa ser plenamente detectado por sistemas automaticos, ¢ possivel usar modelos
para triagem e detec¢@o de padrdes recorrentes, desde que mediante supervisdo humana e com
validacdo independente. No sentido do aperfeicoamento da moderagao, ela propde critérios de
classificagdo do grau de risco do discurso perigoso, e afirma que, “[...] though the
dangerousness of speech depends greatly on context, which cannot be detected and evaluated
automatically, it may be possible to build classifiers for dangerous speech that operate by

detecting similarities and patterns in it (Benesch, 2023, p. 194)”.
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Na governamentalidade, o cidaddo ndo se configura como sujeito passivo: ele também
resiste, uma vez que sua pratica e seu discurso produzem poder e saber. Contudo, a resisténcia
a governamentalidade algoritmica revela-se mais complexa, pois o individuo, em grande
medida, nao se d4 conta de que esta sendo governado. Assim, as big techs passam a orientar
condutas digitais e a definir, de forma quase imperceptivel, o que deve ou ndo ser enquadrado
como discurso de odio.

Conforme Foucault (2008), ndao existem saberes dissociados de relagcdes de poder.
Desse modo, ao criarem suas proprias diretrizes acerca do que constitui discurso de 6dio,
plataformas como o Instagram revestem-se de um poder-saber praticamente ilimitado, caso ndo
haja limitagdo imposta pelo Estado Democratico de Direito. Nesse cendrio, evidencia-se a
importancia da producdo académica, da legislagdo e das decisdes judiciais, que buscam
tensionar e delimitar o campo do que pode ser considerado — ou rejeitado — como discurso

odioso.

5 DA GOVERNAMENTALIDADE A PLATAFORMIZACAO: EDUCACAO DIGITAL
COMO CONTRAPONTO AO DISCURSO PERIGOSO

Conforme Foucault (2008), ndo existem saberes dissociados de relagdes de poder; e
ndo ha exercicio de poder sem produgdo de saber. E nesse ponto que a nogdo de
governamentalidade algoritmica (Rouvroy; Berns, 2015) se torna elucidativa: diferentemente
de uma regulagdo centrada em conteudos tipificados, o governo pelos algoritmos opera com
correlagdes infraindividuais, perfis probabilisticos e retroalimentagdo de atencdo. Seu efeito
ndo € interpelar sujeitos para que se reconhega numa norma, mas preordenar os contextos de
visibilidade e descoberta, numa racionalidade que se apresenta como técnica, mas produz
normatividade ao modelar o campo de possibilidades. Em ambientes como o Instagram, isso
significa que a fronteira entre 6dio e perigo ¢, em larga medida, decidida na governanga do
fluxo, antes de qualquer remocao (Benesch, 2023).

Se a governamentalidade ¢, em Foucault, ao mesmo tempo poder e conhecimento, a
resposta democratica ndo ¢ apenas multiplicar proibi¢des: € reinscrever esses poderes em
procedimentos publicos. Nesse sentido, o que hoje se denomina por educacgdo digital deve ser
pensado como politica publica de governo das condutas, uma camada preventiva que incide
sobre a formacao de repertorios, habitos de atencao e leitura de contexto. Afinal, enquanto as
normas juridicas atuam sobre as consequéncias dos atos, a educagdo possui o potencial de

promover mudangas comportamentais efetivas, por ter suas esfera de atuacdo na raiz das
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questdes sociais, se apresentando como instrumento seguro para o aprimoramento das condutas
humanas, tanto no campo juridico quanto nas intera¢des sociais (Abrusio, 2020).

O Relatério de Recomendagdes para o Enfrentamento ao Discurso de Odio e ao
Extremismo no Brasil organiza a resposta publica em seis eixos: (i) educacdo e cultura em
direitos humanos; (ii) escola e universidade como promotoras de paz e convivéncia
democrética; (iii) internet segura, educacdo mididtica e comunicacao popular/comunitéria; (iv)
protecao e reparagdo as vitimas; (v) dados e pesquisa para subsidiar agdes e politicas; e (vi)
boas praticas para jornalistas e comunicadores (Brasil, 2023). Lidos a Iluz da
governamentalidade e da plataformizacdo, esses eixos compoem pilares para uma aposta que
ndo ¢ punitiva, mas estrutural: fortalecer as capacidades individuais e institucionais para reduzir
a periculosidade a montante. Ao invés de moralizar as plataformas digitais e os contetidos on-
line, o que se deve buscar ¢ alfabetizar para o algoritmo e para a retérica: explicar como fluxos
sdo ordenados, treinar o reconhecimento de marcadores de discurso perigoso e fortalecer
competéncias de contexto. Nesse quadro, alfabetizacdo midiatica e literacia algoritmica ocupam
lugar central. Nao se trata apenas de informar o usudrio, mas de formar competéncias para
identificar manipulagdes, reconhecer padroes de incitagdo e compreender efeitos sociais das
proprias publicagdes (Curvélo; Angelim; Camargo, 2025).

A articulagdo com as propostas de Benesch (2023) permite dar operacionalidade
preventiva a essa educacao: ao invés de focar exclusivamente em intencao subjetiva ou listas
de palavras, os programas didaticos devem treinar a leitura integrada das cinco varidveis do
discurso perigoso (orador, audiéncia, mensagem, contexto € meio) € o reconhecimento de
marcadores retoricos recorrentes. Nesse processo, ndo se trata apenas de fornecer informagao,
mas de desenvolver habilidades de leitura critica que capacitem o cidaddo a questionar e resistir

a narrativas nocivas e a reagir com contramedidas proporcionais.

Nesse cendario, a educag@o digital ¢ uma ferramenta poderosa para empoderar os
individuos, tornando-os mais resilientes as ameagas do ambiente online, como o
discurso de 6dio. Ao desenvolver habilidades criticas e promover o uso responséavel
da internet, ela contribui para a constru¢do de uma sociedade mais informada,
engajada e capaz de defender os valores democraticos e os direitos humanos no espago
digital (Curvélo; Angelim; Camargo, 2025, p. 3249).

6 CONSIDERACOES FINAIS

O presente trabalho partiu de um diagnoéstico simples e exigente: a esfera publica

contemporanea ¢ coproduzida por arquiteturas sociotécnicas privadas que ordenam fluxos de
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atencao e, com isso, redistribuem normatividades; ¢ buscou analisar a suficiéncia da moderagao
de contetido do Instagram como medida isolada para prevenir a disseminagdo de discursos
odiosos e perigosos, investigando as tensdes entre as politicas das plataformas digitais, o
conceito de governamentalidade algoritmica e o cenario juridico brasileiro.

Do ponto de vista juridico-positivo, o ordenamento brasileiro oferece um mosaico de
tutelas (constitucionais, penais, civis € processuais) suficiente para enfrentar manifestagdes
odiosas, desde que coordenado e aplicado com proporcionalidade. O estudo indicou que a
ampliacao casuistica do direito penal € pouco desejavel; e que a via mais promissora para o
combate ao discurso de 6dio on-line combina responsabilizagdo civil, tutelas inibitérias ou
urgentes e obrigagdes estruturais, articuladas a um devido processo informacional na camada
privada que, de fato, organiza a circulacdo. Em outras palavras: mais do que criar novos tipos,
¢ preciso procedimentalizar garantias onde o debate efetivamente acontece.

O exame do Instagram reforgou esse ponto: observou-se que as plataformas digitais,
ao criarem suas proprias diretrizes sobre o que constitui discurso de 6édio ou violento, exercem
um poder-saber de dificil contesta¢do, orientando condutas digitais de modo quase
imperceptivel. A incorporagdo do conceito de discurso perigoso oferece uma trilha operativa e
preventiva, permitindo avaliar o risco através de cinco variaveis — o orador, a audiéncia, a
mensagem, o contexto € o meio. Esse deslocamento do debate acerca da remocao do contetido
para a governanca de fluxos permite tratar a cumulatividade do dano sem sacrificar o nucleo da
liberdade de expressdo nem transformar o direito de falar em direito a amplificagao.

Nesse sentido, a educacdo digital surge como politica de longo prazo e baixo custo
democratico: alfabetizar para o algoritmo e para a retdrica, treinar leitura de contexto e
reconhecimento de padrdes, reduzir suscetibilidade e repeticdo que naturalizam hostilidade.
Integrada a4 moderagado e a governanga, a educagdo melhora a qualidade das dentincias, diminui
a demanda por remogdes controversas e reconstitui condicdes minimas de convivéncia

discursiva — ndo moralizando a rede, mas fortalecendo a cidadania informacional.
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