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XXXII CONGRESSO NACIONAL DO CONPEDI SAO PAULO - SP
INTERNET: DINAMICAS DA SEGURANCA PUBLICA E INTERNACIONAL

Apresentacdo

No XXII Congresso Nacional do CONPEDI, realizado nos dias 26, 27 e 28 de novembro de
2025, 0 Grupo de Trabalho - GT “Internet: Dinamicas da Seguranca Publica e Internacional”,
gue teve lugar na tarde de 28 de novembro de 2025, destacou-se no evento ndo apenas pela
gualidade dos trabalhos apresentados, mas pelos autores dos artigos, que sdo professores
pesquisadores acompanhados de seus alunos pos-graduandos. Foram apresentados artigos
objeto de um intenso debate presidido pelos coordenadores.

Esse fato demonstra a inquietude que os temas debatidos despertam na seara juridica. Cientes
desse fato, os programas de pos-graduacéo em direito empreendem um didlogo que suscita a
interdisciplinaridade na pesquisa e se propde a enfrentar os desafios que as novas tecnologias
impdem ao direito. Para apresentar e discutir os trabal hos produzidos sob essa perspectiva.
Os artigos que ora sao apresentados ao publico tém a finalidade de fomentar a pesquisa e
fortalecer o didlogo interdisciplinar em torno do tema “Internet: Dindmicas da Seguranca
Plblica e Internaciona”. Trazem consigo, ainda, a expectativa de contribuir para os avangos
do estudo desse tema no ambito da pds-graduacdo em direito, apresentando respostas para
uma realidade que se mostra em constante transformacao.

Os Coordenadores

Prof. Dr. José Renato Gaziero Cella

Prof. Dra. Danielle Jacon Ayres Pinto

Prof. Dr. Gustavo Rabay Guerra

Prof. Dra. Jéssica Fachin



DESINFORMACAO NA ERA DA INTELIGENCIA ARTIFICIAL E SEUS
IMPACTOSNA SEGURANCA INTERNACIONAL: UM ESTUDO DE CASO SOBRE
O BRASIL

DISINFORMATION IN THE AGE OF ARTIFICIAL INTELLIGENCE AND ITS
IMPACTSON INTERNATIONAL SECURITY: A BRAZILIAN CASE STUDY

Maria Amélia Carvalho Campos 1
Thayane Brito de Jesus 2

Resumo

Este artigo investiga a relac@o entre inteligéncia artificial, desinformagdo e seguranca
internacional, focando na auséncia de uma regulacdo especifica no Brasil. O problema central
busca compreender como esse vacuo normativo impacta a seguranca do pais frente as
estratégias de guerra hibrida informacional. A pesguisa parte da hipotese de que a caréncia de
leis amplia a vulnerabilidade brasileira a ataques de desinformagdo, em comparagdo com
blocos regulatérios mais consolidados, como a Unido Europeia. Utilizando uma abordagem
hipotético-dedutiva com revisdo bibliogréfica, a pesquisa analisa desde o modelo da
economia da atencdo, que fomenta a desinformacdo, até os impactos dos deepfakes gerados
por 1A na autenticidade dos fatos. A investigacdo confirma a hip6tese, concluindo que afalta
de leis torna o Brasil um alvo suscetivel & manipulacéo e desestabilizacdo democratica. O
fracasso do PL 2.630/2020 é apontado como uma estratégia regulatéria equivocada que
resultou no atual despreparo legal. Por fim, sugere-se uma mudanca de paradigma: abandonar
a regulagdo ampla de plataformas e adotar uma abordagem segmentada, focada em regular
atividades digitais danosas, a fim de construir uma defesa juridica mais eficaz para a
democracia na erada guerrainformacional.

Palavras-chave: Desinformacao, Inteligéncia artificial, Guerra hibrida, Regulacéo de
plataformas, Seguranca internacional

Abstract/Resumen/Résumé

This paper investigates the relationship between artificial intelligence, disinformation, and
international security, focusing on the absence of specific regulation in Brazil. The centra
problem seeks to understand how this normative vacuum impacts the country's security in the
face of informational hybrid warfare strategies. The research is based on the hypothesis that
the lack of laws increases Brazil's vulnerability to disinformation attacks, compared to more
consolidated regulatory blocs such as the European Union. Using a hypothetical-deductive

1 Advogada, Mestranda em Direito Politico e Econémico pela Universidade Preshiteriana Mackenzie (UPM),
em associacdo com a Universidade Federal de Mato Grosso do Sul (UFMS); e-mail: amelia.campos@ufms.br.

2 Advogada e Mestranda em Direito Politico e Econdmico pela Universidade Preshiteriana Mackenzie (UPM),
em associacdo com a Universidade Federal de Mato Grosso do Sul (UFMS). Técnica de Nivel Superior da
Universidade Estadual de Mato Grosso do Sul (UEMS). E-mail: thayanebrito@outlook.com
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approach with a literature review, the research analyzes everything from the attention
economy model, which fosters disinformation, to the impacts of Al-generated deepfakes on
the authenticity of facts. The investigation confirms the hypothesis, concluding that the lack
of laws makes Brazil a susceptible target for manipulation and democratic destabilization.
The failure of Bill 2,630/2020 is pointed out as a misguided regulatory strategy that resulted
in the current legal unpreparedness. Finally, a paradigm shift is suggested: abandoning broad
platform regulation and adopting a segmented approach focused on regulating harmful digital

activities, in order to build a more effective legal defense for democracy in the age of
informational warfare.

K eywor ds/Palabr as-claves/M ots-clés. Disinformation, Artificial intelligence, Hybrid
warfare, Platform regulation, International security
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1. INTRODUCAO

O avanco tecnoldgico nas ultimas décadas transformou a forma como informagdes sao
produzidas, distribuidas e consumidas. A internet, concebida originalmente como um espago
de compartilhamento gratuito de bens imateriais, evoluiu para um ambiente em que plataformas
digitais monetizam a atencdo dos usuarios por meio de modelos baseados na publicidade.
Consequentemente, o modelo da “economia da ateng¢@o” criou condi¢des propicias para a
disseminacdo de desinformacdo, ao privilegiar contetdos que provocam forte engajamento,
independentemente de sua veracidade.

Nesse contexto, destaca-se 0 avanco recente das ferramentas de inteligéncia artificial
(I1A), especialmente em suas aplicacbes generativas, e 0s deepfakes emergem como
instrumentos poderosos capazes de manipular percepcdes, distorcer a realidade e influenciar
decisdes politicas e sociais.

No Brasil, a regulacdo especifica sobre inteligéncia artificial e plataformas digitais
ainda é incipiente, o que levanta questionamentos sobre a vulnerabilidade do pais diante do uso
de estratégias de guerra hibrida informacional. Nesse contexto, surgem duvidas sobre como
fake news e contetdos manipulados, como deepfakes, podem ser utilizados como instrumentos
de influéncia politica e geopolitica.

Além disso, observa-se a necessidade de investigar como a auséncia de
regulamentacdo se compara a experiéncias internacionais, como a Unido Europeia, que busca
estabelecer normas sobre a atuacdo de plataformas digitais e a prote¢do da integridade das
informacdes e dos direitos fundamentais.

Dessa forma, a relevancia desta pesquisa se manifesta em duas dimensdes. No campo
juridico, destaca-se a pertinéncia de investigar a existéncia ou ndo de lacunas normativas
relacionadas ao uso de inteligéncia artificial, a protecdo de dados e a responsabilidade das
plataformas digitais diante da propagacao de desinformacao.

No campo cientifico, a pesquisa busca aprofundar a compreensdo das interacdes entre
tecnologia, seguranca internacional e estratégias de guerra hibrida, com atencéo especial ao
modo como diferentes cenarios regulatorios podem influenciar a posicdo do Brasil em contextos
geopoliticos e de disputas internacionais.

A partir disso, apresenta-se 0 problema de pesquisa que orienta este estudo: de que
maneira a auséncia de regulacdo da inteligéncia artificial e das plataformas digitais no Brasil

impacta a seguranca internacional diante da disseminacéo de desinformagéo?
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Diante disso, a presente investigacdo, de abordagem hipotético-dedutiva, parte da
hipotese de que a auséncia de regulacdo especifica sobre inteligéncia artificial e plataformas
digitais no Brasil amplia a vulnerabilidade do pais frente as estratégias de guerra hibrida
informacional, tornando-o mais exposto a fake news e deepfakes em comparacdo a blocos
regulatérios mais consolidados, como a Unido Europeia.

Para tanto, a pesquisa se apoia em revisdo bibliogréfica sobre desinformacéo,
seguranca internacional e inteligéncia artificial, além de estudo de casos que analisam episddios
de uso de desinformacédo em estratégias de guerra hibrida. Desse modo, este estudo tem como
objetivo central compreender e investigar a relacdo entre inteligéncia artificial, fake news e
seguranga internacional, considerando a auséncia de regulagéo no Brasil.

Nesse interim, os objetivos especificos incluem: discutir a centralidade do modelo da
economia da atencao na propagacéo de desinformacdo; analisar os impactos da IA generativa e
dos deepfakes sobre a autenticidade das informacd@es; identificar vulnerabilidades especificas
do Brasil diante da falta de regulacdo; e examinar a experiéncia regulatéria da Unido Europeia,
por meio do Digital Services Act, para compreender possiveis licdes aplicaveis ao contexto

brasileiro.

2. A ECONOMIA DA ATENCAO E A PROPAGACAO DA DESINFORMACAO

Ao longo das ultimas décadas, a economia global passou por transformacées
profundas, impulsionadas pelo avanco das tecnologias digitais e pela emergéncia das
plataformas online. As empresas deixaram de operar apenas em mercados fisicos ou
tradicionais, passando a explorar novas formas de interagdo com consumidores e fornecedores,
baseadas em dados e algoritmos.

Nesse sentido, a inovacdo central das plataformas digitais ndo reside apenas na
automacao ou na conectividade, mas na forma como estas conseguem moldar e personalizar

seus servicos conforme o perfil e 0 comportamento dos usuérios, conforme aponta Bachur:

O momento decisivo em que as plataformas digitais transformaram a
economia mundial de fins do século XX e inicio do XXI estad em associar uma
determinada atividade empresarial a personalizagdo dessa atividade.
(BACHUR, 2021, p. 448)

A mudanca na légica publicitaria foi decisiva para a consolidacdo do modelo de

negocios atualmente utilizado pelas plataformas de redes sociais. O nucleo do poder e da
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complexidade das plataformas passou a residir em um modelo de negdcio que ndo se baseia na
cobranca pelo servigo, mas na monetizacao da atencao do usuario.

Com a decaida da efetividade do marketing tradicional e o surgimento de uma
estratégia mais barata, os anunciantes reformularam seu modelo de negocio. Desse modo, as
plataformas trocam o acesso “gratuito” por dados, que sdo processados por Big Data para criar
perfis de usuério microsegmentados.

Essa atencdo segmentada € vendida a anunciantes com uma taxa de conversao
drasticamente superior a da midia tradicional, gerando um ciclo de engajamento e receita que
incentiva a amplificacdo de conteudos, independentemente de sua veracidade ou qualidade.
Assim, os perfis se tornam “micromundos”, onde o contetido exibido é perfeitamente ajustado
para agradar o individuo, tornando o espaco digital mais confortavel e adequado aos seus
gostos.

Desse modo, por meio de algoritmos que buscam inferir os desejos dos usuarios antes
mesmo que eles os expressem conscientemente, explorando vieses e gatilhos emocionais, as
plataformas retém a permanéncia do usuario, aumentando o tempo de atividade e lucrando com

a venda da atencdo desses Usuarios a anunciantes.

As grandes empresas de tecnologia sdo, antes de tudo, empresas: organizacoes
comerciais que, para maximizar seus rendimentos, precisam encorajar 0S
usuarios a permanecerem on-line 0 maior tempo possivel, ampliando a
exposicdo ao marketing (Wardle; Derakhshan, 2017, p. 52). Isso é feito com
base no engajamento pretérito do usuario (curtidas, comenta- rios,
compartilhamentos etc.). Por isso a dimensdo temporal é importante: tanto em
relacdo ao tempo que cada usudrio gasta interagindo nas novas midias digitais
quanto em relagéo ao tempo que as plataformas tiveram para acumular dados
pessoais de seus usuarios. Para as plataformas, o ideal é que todos gastem o
maior tempo possivel on-line. (BACHUR, 2021, p. 451)

De modo geral, o ambiente digital transformou a atencdo do usuario em uma
mercadoria e remodelou a esfera publica em torno do engajamento em vez da credibilidade.
Nesse contexto, o valor de uma informacéo deixou de depender de sua veracidade ou relevancia
social e passou a ser medido pela capacidade de gerar interacdo: curtidas, comentarios e
compartilhamentos se tornaram métricas de prestigio e visibilidade. Esse fendBmeno revela
como, nas plataformas digitais, o critério de sucesso de um conteddo ndo é mais a

correspondéncia aos fatos, mas sim a circulacdo que consegue alcancar.
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O critério crucial de valorizacdo de contedos nas plataformas algoritmicas é
a circulacéo: os conteudos que se impdem sdo aqueles que granjeiam maior
repercussao. Ou seja, a verdade € aquela estatisticamente contingente, ndo a
ontologicamente essencial, definida pela correspondéncia aos fatos.
(CASTRO, 2019, p. 13)

A ldgica de valorizagdo do conteudo pela circulacdo apresenta relacdo direta com a
velocidade com que a informacédo se propaga no ambiente digital. O dinamismo inerente as
plataformas digitais faz com que a informacao circule praticamente de forma instantanea, o que
amplia o alcance do conhecimento, mas simultaneamente potencializa seus efeitos negativos,
pois a pressdo por atualizagdo constante pode se sobrepor a andlise critica e fundamentada do

conteddo que é recebido pelo usuario.

A digitalizacdo aplicada & comunicacdo tornou possivel que as informagdes
circulem pelo mundo praticamente em tempo real. Embora seja certo que isso
abra possibilidades ilimitadas para a transmissdo e ampliagdo do
conhecimento, também o faz para seu lado obscuro. A necessidade de
informacdo imediata, devido a dependéncia digital, é conhecida como FOMO
(fear of missing out, ou “medo de ficar de fora™) e, infelizmente, tende a
prevalecer sobre a anélise fundamentada, porém diferida (Sampedro, 2021, p.
3). (DIAZ CUESTA; GOMEZ LOPEZ; QUINONES DE LA IGLESIA, 2023,
p. 227, tradugdo livre)

Nesse interim, é necessario pontuar que os algoritmos ndo sdo neutros. Eles ativamente
selecionam, priorizam e amplificam certos tipos de contetdo com base no modelo de negdcios
da atencdo. Ocorre que essa curadoria automatizada tem efeitos diretos na forma como o
publico percebe e participa do debate social e politico.

Bachur (2021, p. 445) ressalta que, na pratica, os usuarios das midias digitais
dificilmente conseguem discernir se as informacGes que consomem refletem de fato os
problemas sociais mais relevantes, se as fontes sdo confiaveis ou se ndo se trata de
desinformacdo. Essa dificuldade em filtrar informacgdes com base em relevancia, confiabilidade
e proporcao contribui para a fragmentacdo da esfera publica, criando as bolhas de filtro (filter
bubbles) e as cdmaras de eco (echo chambers), intensificando a polarizacédo politica resultante
das interagdes nesse ambiente digital.

Além disso, aamplificacdo das emocGes dos usuarios € um dos efeitos diretos da logica
dos algoritmos, que recompensam contetdos capazes de gerar fortes reacfes emocionais e
interacdes intensas entre 0s usuarios. Castro (2019, p. 20) retoma o conceito de Deleuze e

Guattari, segundo o qual “as armas sao afetos, e os afetos, armas”, e destaca que emogdes como
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odio, raiva, ressentimento e medo sdo favorecidas pelas plataformas algoritmicas, por gerarem

maior engajamento e direcionarem-se a narrativas polarizantes e simplificadoras.

O odio é favorecido sobremaneira pelas plataformas algoritmicas, visto que
estd associado a maior engajamento. Ele ajusta-se a perfeicdo a narrativas
simplificadoras, polarizantes, antissistema, direcionando-se diretamente
aquilo que é demonizado por essas narrativas. Por outro lado, como demonstra
a psicologia de massa de Freud (1967), o édio dirigido a um alvo exterior
funciona muito bem como motor de coesdo de um grupo. Uma analise de cerca
de 70 milhdes de postagens de 278.654 usuérios do Weibo, o equivalente
chinés do Twitter, conclui que a raiva € significativamente mais influente que
outras emogdes, como a alegria (FAN et al., 2014). Avulta adicionalmente nas
plataformas o ressentimento, que é préximo do 6dio, como se fora uma
mistura de Odio com inveja ou despeito. O ressentimento dirige-se
preferencialmente aqueles que sdo encarados como receptores injustos de
regalias, através, por exemplo, de programas sociais premiando
indevidamente pessoas que estdo no pais ilegalmente, que nédo trabalham ou
ndo se esforcam razoavelmente, que geram filhos sem ter condic6es de prové-
los etc. Outro afeto marcante € o medo, explorado por meio de noticias que
focalizam algo que possa representar uma ameagca para o sujeito. (CASTRO,

2019, p. 20)

Nesse aspecto, Bachur (2021, p. 455) aponta que a transi¢do da midia de broadcasting
para as bolhas das redes sociais cria um ambiente em que os algoritmos amplificam a emogéo
coletiva, simulando uma “multiddo tailor-made” para cada usuario. Desse modo, sentimentos
como pertencimento, pressdo de pares (peer pressure), viés de confirmacédo e a sensacdo de
consenso sdo intensificados, propagando o contagio emocional caracteristico das massas e
provocando a regressdo da consciéncia descrita por Freud (2011)?.

Antes de avancar para a analise conceitual, é importante notar que 0s mesmos
mecanismos descritos por Bachur — amplificacdo de emocdes, simulacdo de uma multiddo sob
medida e regressdo da consciéncia — criam um terreno fértil para a circulacdo de contetdos
enganosos.

Nesse ambiente, marcado pela légica da economia da atencdo e pela vulnerabilidade
emocional dos usuarios, a informacdo ndo é filtrada prioritariamente pela sua veracidade ou

relevancia publica, mas pela sua capacidade de mobilizar afetos. E nesse ponto que se insere a

L A regressdo da consciéncia, segundo Freud, ocorre quando o individuo, sob influéncia de uma massa ou de
emocdes coletivas intensas, perde parcialmente sua capacidade de julgamento racional, passando a agir de forma
mais impulsiva e dominada por afetos, facilitando o contagio emocional.
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problemaética da desinformacdo, cuja forma mais visivel e popularizada se expressa na ideia de
fake news.

De inicio, € necessario compreender que a desinformacéo deve ser entendida como um
fendmeno social, estratégico e coletivo, e ndo apenas como a mentira individualizada. Segundo
0 Codigo de Conduta sobre Desinformacdo de 2022 da Comissdo Europeia, trata-se de
informagdo falsa ou enganosa, criada e disseminada com o objetivo de obter ganho econémico
ou enganar intencionalmente o publico, trazendo potencial de causar danos sociais, politicos ou
individuais.

Entende-se que essa pratica ndo é uma novidade da era digital: desde muito antes da
internet, a desinformacdo foi utilizada como arma em conflitos e propagandas politicas.
Todavia, o termo fake news ganhou popularidade em 2016, apos as elei¢Bes presidenciais dos
Estados Unidos. Ocorre que, embora util em contextos midiaticos, a expressao € criticada por
pesquisadores devido a sua ambiguidade e politizacdo. Em muitos casos, prefere-se o uso do

termo desinformacéo, por ser mais amplo e tecnicamente preciso.

As noticias falsas sempre existiram na forma de propaganda ou de manchetes
tendenciosas, semeando a confuséo e 0 medo na opinido publica sobre temas
sensiveis e concretos. Apesar disso, da ética atual do individuo receptor, é
facil entender que se tenda a assimilar o termo fake news com propaganda, o
que ndo é correto. Mas mais perigosa ¢ a falta de conscientizacao sobre o fato
de que o primeiro [termo] ndo comunica uma ideia precisa da magnitude do
problema que as sociedades abertas enfrentam hoje em dia. (DIAZ CUESTA;
GOMEZ LOPEZ; QUINONES DE LA IGLESIA, 2023, p. 227, tradugéo
livre)

Nesse viés, a confusdo conceitual entre esses termos reduz a gravidade do problema,
pois o rotulo fake news tende a banalizar uma ameaca que atinge diretamente a integridade das
sociedades democraticas. Diante disso, aponta-se que a difusdo de desinformacdo e fake news
encontra no ambiente algoritmico das plataformas digitais um terreno fértil para sua propagacéo
em larga escala.

Por meio da exposicdo dos usuarios a conteldos que reforcam suas crencas
preexistentes, os algoritmos fornecem mecanismos que fortalecem seus vieses de confirmacao,
reduzindo a diversidade informacional e ampliando a impermeabilidade a visdes divergentes.

Para além da personalizacdo do ambiente digital onde verdadeiros usuarios estdo
inseridos, os mecanismos de propagacdo da desinformacao evoluiram para um ecossistema de

alta sofisticacdo tecnoldgica, cujo principal campo de batalha é o ambiente virtual. Nesse
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sentido, observa-se uma estratégia que geralmente se inicia com narrativas falsas criadas por
agéncias especificas, que sdo entdo amplificadas em escala industrial por rob6s automatizados
(bots).

Ao simular um apoio popular inexistente, esses bots fabricam uma ilusdo de consenso
que pressiona a percepcdo individual. O verdadeiro objetivo dessa tatica, no entanto, ndo é
apenas a disseminacdo de um fato falso, mas a construgdo de um ambiente imersivo que
sequestra a capacidade reflexiva do sujeito.

Segundo Moon e Gobbi (2024, p. 4), determinados movimentos constroem uma
narrativa coletiva que insere o individuo em um pensamento de “enxame”, refor¢ado pelo viés
de confirmacdo, que leva a busca apenas por informagdes que validem crencas prévias. Esse
processo € potencializado por estratégias de contrainteligéncia, como a producéo de fake news
e memes, caso semelhante ao “gabinete do 6dio” no Brasil, de modo a forjar uma realidade na

qual a verdade é fragmentada e manipulada como arma central da guerra informacional.

Ela [a verdade] é volatilizada, segundo crengas individuais, a ser
correspondida em pequenas parcelas nos acontecimentos diarios, que
reforcem no sujeito um viés de confirmacdo suficiente para que ndo haja
espaco reflexivo para as informacdes circulando, apenas diregdes, instrugoes.
Ao sujeito, o que vale é a construcdo de uma visdo de mundo que se valide
constantemente. Esta ai o ponto mais crucial de uma guerra informacional:
fazer o sujeito crer cada vez mais intensamente em uma realidade forjada.
(MOON; GOBBI, 2024, p. 4)

Nesse processo, 0s cidaddos tornam-se, simultaneamente, sujeitos ativos e passivos:
sdo manipulados por narrativas que exploram suas frustracdes e medos e, a0 mesmo tempo,
contribuem ativamente para as campanhas de desinformacdo ao compartilharem o conteido
falso em suas proprias redes.

Destaca-se ainda que, embora bots atuem como multiplicadores da desinformacéo, as
pesquisas indicam que o maior vetor de viralizacdo sdo 0s proprios usuarios, justamente porque
agem inflamados pelas emocdes intensificadas pela desinformacéo e pelo compartilhamento

em massa de noticias enganosas.

No conflito atual na Ucrénia, o uso de algoritmos de inteligéncia artificial, a
manipulacdo de sites que conectam 0s usuarios ao subversor, a disseminacao
massiva de noticias falsas e narrativas por meio de programas de computador
(bots) ou hackers humanos que atuam como usuarios (trolls) formam um
potente conjunto multiplicador de for¢a em tempos de guerra, algo que esta
sendo visto de forma geral na atuagéo russa na Ucrania. 1sso pode gerar um
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arsenal militar também sobre o individuo ou grupos-alvo, de modo a
sobrecarregar a capacidade de assimilacao e torna-los incapazes de diferenciar
a realidade dos contetidos gerados ou de ficcdo. (DIAZ CUESTA; GOMEZ
LOPEZ; QUINONES DE LA IGLESIA, 2023, p. 229, traduco livre)

Nesse cenario, a exposicao continua a uma mesma narrativa, mesmo que falsa, gera o
chamado efeito-verdade, no qual a familiaridade com uma afirmacdo aumenta a sua
credibilidade. O ecossistema da desinformac&o online explora também a estratégia conhecida
como firehosing (“mangueira de incéndio”), produzindo um estado de anomia informacional
em que se torna cada vez mais dificil distinguir o verdadeiro do falso.

Sua operacéo se baseia em quatro pilares: primeiro, a emissdo de um alto volume de
contetdo através de multiplos canais diversificados; segundo, um processo de disseminacgao
rapido, continuo e repetitivo. Somam-se a isso as caracteristicas do contetdo em si: um total
descompromisso com a realidade e, notavelmente, a auséncia de consisténcia entre os discursos.

Ao inundar o ambiente informacional com uma torrente de informacdes contraditérias
e sem lastro factual, essa tatica torna cada vez mais dificil para o individuo distinguir o
verdadeiro do falso, minando a confianca nas fontes e na propria nogdo de verdade. Assim, 0
impacto cumulativo desses mecanismos de propagacéo da desinformacao ndo se limita a esfera

informacional: ele se traduz em efeitos politicos e sociais.

3. FAKE NEWS E DEEPFAKES COMO ARMAS GEOPOLITICAS

A ascensdo do ecossistema da desinformacdo online reconfigurou drasticamente o
cenario dos conflitos internacionais. No século XXI, a disputa por hegemonia nédo se restringe
mais aos campos de batalha tradicionais, estendendo-se ao ambiente virtual, onde a informagéo
e a desinformacdo se tornaram armas estratégicas de imenso poder.

A exposicdo a contedos enganosos provenientes do ambiente digital altamente
influenciado pela personalizagdo dos algoritmos ndo apenas consolida opinides, mas
frequentemente radicaliza posi¢des. Em grupos fechados, a lI6gica algoritmica e a dindmica
emocional alimentam uma espiral de extremismo, reduzindo o espaco para consensos e didlogos
democraticos. Esse processo, contudo, ndo se manifesta de forma simétrica nos diferentes
espectros politicos.

Segundo a analise de Castro (2019, p. 17-18), embora as plataformas algoritmicas se
apresentem como uma agora supostamente neutra, seu equilibrio € ilusoério e inevitavelmente

da margem a desequilibrios que induzem a polarizac¢éo. O autor defende que essa polarizacéo
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ganha um caréter assimétrico com a ascensdo de maquinas de guerra hibrida. Para Castro, a
assimetria se estabelece, primeiramente, porque um dos polos “se alimenta de uma dieta
informacional mais homogénea, o que lhe d4 maior consisténcia ideologica” (2019, p. 18).

Essa coesdo permite que um lado se organize como uma insurgéncia, com um nivel de
coordenacdo, forca e belicosidade que falta a seus adversarios, criando uma clara desproporgao
de poder discursivo. Assim, o espago que aspirava ser um “condominio” ou “shopping center”
de ideias vira campo de batalha. Esse fendmeno, conclui Castro (2019, p. 18) ao citar Virilio,
solapa a politica tradicional e instaura uma “transpolitica”, que ndo ¢ mais assentada no dialogo.

Nesse contexto, a l6gica da politica se aproxima da I6gica da guerra: a desinformacéo
se converte em munigdo simbolica, utilizada para corroer instituices, enfraquecer a confianga
publica e transformar o espaco democratico em campo de batalha permanente. Nesse interim,
as fake news foram incorporadas como armas geopoliticas, servindo como ferramenta central
para a desestabilizacdo de governos e a promocao de interesses geopoliticos.

Segundo o entendimento de Korybko (2018), a guerra hibrida é definida como um
novo modelo de guerra indireta, uma estratégia de desestabilizacdo e troca de regime utilizada
pelos Estados Unidos no século XXI para substituir governos ndo alinhados a sua politica.
Assim, o conceito de guerra hibrida consolidou-se porque captura a fusdo de taticas antigas de
propaganda e subversdo com as novas tecnologias digitais, explicando como atores estatais e
ndo estatais podem travar conflitos de forma indireta, continua e desestabilizadora, desafiando
as noc¢Oes tradicionais de guerra e seguranca.

Em sentido lato, consiste em um conjunto de acdes que minimizam ou eliminam a
necessidade de operagdes bélicas diretas, tornando o processo de subversdo menos custoso e
politicamente mais defensavel. Desse modo, o conceito de guerra hibrida oferece um
vocabulario e um quadro analitico para entender uma realidade geopolitica transformada. A
partir dele, € possivel compreender melhor a desinformacdo como arma geopolitica.

Para este estudo, a analise da guerra hibrida parte do conceito de revolucdo colorida, a
qual, segundo Korybko (2018), é o primeiro elemento da “combinac¢do entre revolugdes
coloridas e guerras ndo convencionais”. Conhecida como “golpe brando”, esta é uma fase
essencialmente politico-informacional, cujo proposito € a mudanca de regime por meio de
estratégias aparentemente nao violentas, como o uso da desinformac&o para catalisar protestos

€m massa.

O principal objetivo da campanha de informacéo € que o alvo internalize as
ideias que lhe sdo apresentadas, dando a impressdao de que 0s proprios
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manifestantes chegaram, por conta prépria, as conclusfes induzidas de fora.
As ideias contra o governo devem parecer espontaneas e nao forcadas, dando-
se grande énfase a abordagem indireta para comunica-las. Se as pessoas
perceberem que estdo sendo manipuladas por maos invisiveis, elas rejeitardo
em massa a mensagem. Se, contudo, for possivel internalizar essa mensagem
em uma pessoa e ela comecar a difundi-la para seus amigos intimos e pessoas
préximas, que jamais sequer imaginariam que essa pessoa esta sob influéncia
involuntéaria de uma operacao psicolégica estrangeira, entdo o virus de Mann
contaminara a sociedade e comecara a espalhar as ideias da revolucao colorida
por conta propria. (KORYBKO, 2018, p. 50)

Tal estratégia consubstancia-se no que se pode denominar “caos administrado”
(KORYBKO, 2018, p. 35), tendo o ecossistema de desinformacdo online como uma de suas
ferramentas. Sob os imperativos da economia da atencdo, em que a capacidade de viralizacédo
constitui a métrica de eficacia, as plataformas de redes sociais sdo instrumentalizadas com o
fito de erodir a legitimidade do status quo, inclusive com a explorac¢éo dos dados coletados por
meio da personalizacdo algoritmica.

Nesse sentido, o objetivo tatico transcende a mera imposicao coercitiva de uma ideia;
busca-se, antes, criar as condigdes para que o publico-alvo internalize a mensagem, de modo
que conclusdes exogenamente induzidas sejam percebidas como cognigdes autbnomas e
espontaneas.

Para a consecucdo de tal internalizacdo, a mobilizacdo popular € articulada em torno
de pautas generalistas e de elevado capital afetivo — a exemplo da “defesa da democracia” ou
do “combate a corrup¢do”. Assim, conteldos desinformativos e narrativas simplificadas sdo
deliberadamente arquitetados para se disseminarem por capilaridade através de redes sociais,
cujo compartilhamento interpessoal dissimula a sua génese e 0 seu proposito estratégico.

Deste modo, embora tais mobilizacbes ostentem a aparéncia de manifestacoes
organicas da ‘“sociedade civil”, elas frequentemente decorrem de uma articulacio estratégica
financiada e assessorada por atores exdgenos, 0s quais se valem da arquitetura do ecossistema

digital para orquestrar a dissidéncia.

Embora seja usada nas duas etapas, é na revolucdo colorida que tal ferramenta
[fake news] surte mais efeito. Afinal, antes mesmo de se instaurar de fato o
referido processo, a nagdo imperialista ja objetiva conquistar “coragdes e
mentes”, realizando uma mudanga no pensamento da populagéo do pais alvo,
através de guerras de informacao e psy-ops (operacgdes psicologicas) (Freitas,
2019, p. 11). Nesse sentido, cria-se uma rede massiva de propagacao de fake
news, até que se chegue a um momento no qual grande parte dos cidaddos ndo
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saiba mais o que é verdade ou mentira (Souza, 2020, p. 157). (OLIVEIRA DA
SILVA; CARBONE ANVERSA; DELGADO DE DAVID, 2021, p. 10)

Na eventualidade de a revolucédo colorida ndo lograr éxito na deposicdo do governo-
alvo, a estratégia insurrecional transita para sua segunda fase, a Guerra Ndo Convencional ou
“golpe rigido”. Esta etapa ¢ marcada por uma escalada para a beligerancia aberta, caracterizada
pela instrumentalizagdo de forgas nédo regulares — tais como guerrilhas e grupos insurgentes
— Cujo escopo € a implosédo do aparato estatal.

Ademais, é imperativo compreender que esta fase ndo constitui uma ruptura, mas uma
progressdo organica da precedente, valendo-se do capital social e das redes de mobilizagédo
previamente consolidadas como substrato para a insurgéncia armada. Cumpre salientar,
contudo, que embora a compreensao dessa escalada militar seja pertinente, 0 escopo analitico
deste trabalho circunscreve-se a fase inaugural da guerra hibrida, a revolugdo colorida, de
natureza eminentemente politico-informacional.

A guerra hibrida que culminou na deposic¢ao de Evo Morales na Bolivia em 2019 teve
como um de seus antecedentes o plebiscito de 2016 sobre a reeleigédo presidencial. Na ocasiéo,
a derrota do entdo presidente foi decisivamente influenciada pela disseminacdo massiva de
desinformacdo, como a falsa noticia sobre um suposto filho secreto, no que ficou conhecido
como “Caso Zapata”.

O episddio demonstrou o0 uso da manipulacéo psicoldgica para influenciar resultados
democraticos, conforme expdem Oliveira da Silva, Carbone Anversa e Delgado de David
(2021, p. 11):

Em 2016, por exemplo, as vésperas do plebiscito que consultou a populagdo
sobre a possibilidade de Evo Morales concorrer a mais um mandato, a
oposicdo propagou inumeras noticias falsas, sendo que a mais debatida era
gue o presidente tinha um filho com Gabriela Zapata e que tentara esconder a
morte da crianca. Outras acusagdes afirmavam que o filho de Morales estava
em “exilio” no exterior, visando a sua seguranga. Todavia, ap0s uma série de
investigacOes, descobriu-se que, na realidade, a referida crianga nunca sequer
existiu (Valenca, 2017, apud El Cartel de la Mentira, 2016). Essa noticia e 0
cenario de incerteza e caos gerado por ela foram, em grande medida,
responsaveis pela perda de Morales no plebiscito, o qual influenciou
significativamente no desenrolar do golpe. Desse modo, entende-se que a
influéncia do “caso Zapata” se deu, principalmente, por questdes
psicossociais. Afinal, a relacdo do individuo com os fatores que o circundam
é determinante para a formacéo da identidade subjetiva, uma vez que é a partir
disso que se cria uma nogdo de responsabilidade (Barbosa, 2018). Nesse
sentido, a oposicao politica de Morales, estrategicamente, aproveitou-se desse
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sentimento de obrigagdo para com o outro e de indignacéo (os quais sdo ainda
mais intensos por se tratar de uma noticia envolvendo criangca) para

“conquistar coragdes e mentes”, caracteristica central da Guerra Hibrida.
(OLIVEIRA DA SILVA; CARBONE ANVERSA; DELGADO DE DAVID,
2021, p. 11)

Portanto, a anélise do caso boliviano transcende o estudo de um golpe de Estado
isolado, servindo como um alerta sobre a vulnerabilidade das democracias contemporaneas. A
instrumentalizacdo das redes sociais tornou-se o vetor central dessas novas taticas, onde a
disseminacédo de desinformacéo € exponencialmente acelerada por algoritmos projetados para
maximizar o engajamento e por sistemas de inteligéncia artificial que automatizam a

manipulagdo em larga escala.

4. A INTELIGENCIA ARTIFICIAL E A CRISE DA AUTENTICIDADE

Sabe-se que a economia da atencdo moldou as plataformas digitais, que utilizam
algoritmos para maximizar o engajamento, resultando em uma amplificacdo que favorece a
polarizacédo e a desinformacdo. Contudo, essa dindmica atinge outro patamar quando o motor
dessa amplificacdo deixa de ser apenas um algoritmo de recomendacdo e passa a ser a
inteligéncia artificial.

A lA ndo se limita a disseminar narrativas falsas, ela agora possui a capacidade de
gera-las em escala industrial, por meio de bots e da manipulagio de contetdo. E justamente
essa transicdo — da simples disseminacdo de mentiras para a fabricacdo sintética de realidades
— que lanca a sociedade em uma profunda crise da autenticidade, cujas dimensdes e
consequéncias serdo exploradas neste capitulo.

Ao mesmo tempo em que oferece avangos em inimeros campos, a |A emerge como a
principal ferramenta em um conflito cada vez mais difuso e perigoso: a guerra da informacao.
Especialmente por meio da geracdo de contetdo sintético como os deepfakes, a IA precipitou
uma crise de autenticidade, desafiando a capacidade do individuo de distinguir o real do
fabricado e ameagando os alicerces da confianca social e da estabilidade democratica.

Nesse Viés, a era da informacdo, paradoxalmente, consolidou-se também como a era
da desinformacéo (DIAZ CUESTA; GOMEZ LOPEZ; QUINONES DE LA IGLESIA, 2023,
p. 226, traducdo livre). A digitalizacdo e a ascensdo das redes sociais ja haviam acelerado

exponencialmente a velocidade e o alcance de narrativas falsas, mas a Inteligéncia Acrtificial
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representa uma mudanca de paradigma, uma transformacdo qualitativa, e ndo apenas
quantitativa, nesse cenario.

Anteriormente, a disseminacdo massiva de desinformacdo dependia de ferramentas
como algoritmos de recomendacdo, manipulacdo de sites, exercitos de bots e trolls (agentes
humanos). Embora eficazes, essas opera¢des exigiam recursos significativos e, muitas vezes,
deixavam rastros detectaveis. A chegada da IA generativa subverteu essa logica. Agora, é
possivel criar conteudo falso — textos, audios, imagens e videos — em escala industrial, a um
custo irrisorio e com um grau de verossimilhanca que desafia a percepcdo humana.

O imediatismo inerente as redes sociais cria uma demanda por conteldo que seja
interativo e visualmente impactante. Nesse cenario, a inteligéncia artificial funciona como um
acelerador para a producdo desses materiais, embora nem sempre com fins informativos. De
acordo com Torres Morales e Viteri Torres (2025, p. 7613), existe uma producdo de contetdo
especificamente voltada para a distorcéo de fatos, cujo proposito final é a desinformacao.

A desinformacéo gerada por Inteligéncia Artificial, incluindo tecnologias de deepfake,
foi categorizada pelo Forum Econémico Mundial (2025) como um risco proeminente a
estabilidade global nos proximos anos. O impacto dessa tecnologia transcende a mera influéncia
em eleicBes ou ataques a reputacOes individuais, seu objetivo estratégico é corroer a préopria
percepcao da realidade compartilnada. Ao minar a confianca nas instituicdes, na midia e nos
processos democraticos, essa nova forma de desinformacdo amplifica a discordia social e a
polarizacéo.

A desinformacdo, posicionada pelo segundo ano consecutivo como a principal
preocupacao global a curto e médio prazo, conforme o relatério do Férum Econdmico Mundial
(2025, p. 4) revela um percalco nos esforgos para seu combate: o conteido falso ou enganoso
criado por Inteligéncia Artificial Generativa, que pode ser produzido e distribuido em larga
escala.

Tem-se entdo o epicentro da atual crise de autenticidade: os deepfakes, contetidos de
midia gerados por IA que pretendem se assemelhar a pessoas, objetos ou eventos reais. Eles
sdo a manifestacdo mais visivel e perturbadora desse novo poder tecnoldgico. Os deepfakes ndo
apenas distorcem a realidade, como o faziam as fotomontagens ou os videos editados do
passado, eles criam realidades proprias, desconectando completamente o publico dos fatos. Em
um ecossistema informacional saturado por deepfakes, a verdade objetiva perde relevancia, o
que importa é aquilo que a audiéncia é levada a acreditar como real.

A crescente sofisticacdo da IA generativa cria um verdadeiro arsenal informacional

que se abate sobre o cidaddo comum, tornando-o incapaz de diferenciar a realidade de
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contetdos ficcionais. O impacto na democracia e na esfera publica € direto e corrosivo: sem
uma base factual compartilhada, o debate racional se torna inviavel e a confianca, pilar de
qualquer sociedade funcional, é erodida.

Este fendmeno ¢ o que Pawelec (2022, p. 12) conceitua como “decadéncia da
confianga informacional”. Segundo a autora, quando o discurso democratico ndo pode mais se
apoiar em fatos e verdades compartilhados, a deliberagdo perde sua funcéo epistémica, ou seja,
sua capacidade de gerar decisbes de qualidade. Consequentemente, a formacéo coletiva da
agenda e da vontade, um processo central para a democracia, é distorcida e obstruida,
desestabilizando o ambiente cognitivo essencial para a tomada de decisdes politicas
informadas.

Tem-se entdo um estado de confusao e desorientacdo que é, precisamente, o objetivo
da propagacdo deliberada da desinformacdo como arma geopolitica. O proposito final,
conforme teorizado em doutrinas de guerra hibrida, é induzir uma paralisia cognitiva na
sociedade-alvo.

Um publico desorientado e fragmentado torna-se incapaz de formular respostas coesas
e racionais a crises, facilitando a manipulacdo externa e a desestabilizacdo de processos
democréticos. Desta forma, a desinformacao transcende a propaganda tradicional e se consolida
como uma arma estratégica que ataca um dos pilares da democracia: a necessidade de uma base

factual compartilhada para o debate publico e a tomada de decisao informada.

5. O VAZIO NORMATIVO BRASILEIRO E A VANGUARDA EUROPEIA NA
REGULACAO DE DEEPFAKES

O reconhecimento de que a desinformacdo funciona como uma arma estratégica,
projetada para atacar os pilares da democracia, impulsionou a busca por solucGes regulatérias
em escala global. Nessa conjuntura, a Unido Europeia (UE) esta a lidar com a desinformacéo
por deepfakes e a regulacdo da Inteligéncia Artificial (1A) por meio de uma abordagem juridica
pioneira, centrada principalmente em dois pilares legislativos: o Al Act (Lei de Inteligéncia
Artificial) e o Digital Services Act (DSA - Lei de Servigos Digitais).

Segundo Forster et al. (2025, p. 3), o Al Act visa regulamentar os sistemas de 1A na
Unido Europeia, bem como seus fornecedores e implementadores, por meio de uma abordagem
baseada em risco. A partir de agosto de 2026, a legislacdo obrigara a divulgacdo de que um
contetdo foi gerado ou manipulado por sistemas de 1A. O artigo 50 do Al Act divide a obrigagéo

de transparéncia para deepfakes entre os fornecedores do sistema de 1A, que devem aplicar uma
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marcacgdo em formato legivel por maquina, e os implementadores (quem utiliza o sistema), que
devem garantir que o contetdo seja claramente reconhecido como um deepfake.

Ainda de acordo com o0s autores, um dos objetivos dessa exigéncia é facilitar o
cumprimento das obrigacdes do Digital Services Act. O DSA foca na regulacdo de servicos
intermediérios, como redes sociais e motores de busca. No contexto dos deepfakes, suas
obrigacOes de transparéncia mais relevantes aplicam-se apenas ao nivel mais alto, ou seja, as
plataformas online muito grandes (Very Large Online Platforms - VLOPS) e aos motores de
busca muito grandes (Very Large Online Search Engines - VLOSES), que serdo obrigados a
rotular explicitamente tais conteddos.

Assim, buscando mitigar os riscos associados aos deepfakes, a Unido Europeia
aprovou regulacdes que exigem transparéncia por parte dos fornecedores e implementadores de
sistemas de 1A, bem como das plataformas online (Forster et al., 2025, p. 1). Contudo, a
implementacdo dessas medidas enfrenta um desafio gigantesco: a deteccao.

Conforme explica Forster et al. (2025, p. 6), a obrigacdo de rotulagem (labeling)
imposta pelo DSA é consideravelmente mais complexa de ser cumprida do que a de marcacgéo
(marking) exigida pelo Al Act. A razdo para isso € que as plataformas ndo conseguem rastrear
com seguranca a origem do contetdo gerado por terceiros. Elas ndo tém como garantir que
materiais produzidos por usuérios fora da Unido Europeia — que ndo estdo sujeitos as regras
do Al Act — ou mesmo por aqueles que ndo cumprem a lei dentro da UE, chegardo com a
devida marcacdo de origem.

Como consequéncia, antes mesmo de poderem rotular os deepfakes, as plataformas
sdo obrigadas a desenvolver suas proprias e robustas estruturas de deteccdo, o que, na pratica,
da inicio a uma complexa “corrida armamentista” tecnoldgica. Os geradores de deepfakes
evoluem constantemente para evadir a deteccdo, e 0s detectores precisam ser continuamente
atualizados para acompanha-los. Portanto, um sistema de deteccdo eficaz torna-se um pré-
requisito para o sucesso da regulacéo proposta pela Uni&o Europeia.

Enguanto a abordagem europeia avanga com regulacGes especificas e tecnoldgicas,
focando em riscos e atores distintos, o Brasil seguiu um caminho contrastante, que ilustra os
perigos de uma estratégia regulatéria excessivamente ampla e unificada, deixando o pais em
um estado de vacuo normativo.

A recente experiéncia brasileira ilustra uma abordagem fundamentalmente distinta e,
ao final, malsucedida. O Brasil tentou resolver o crescente problema das fake news focando na
regulagcdo ampla das plataformas digitais através do Projeto de Lei 2.630/2020. A trajetoria do

projeto, que se expandiu de um objetivo inicial restrito para uma ambiciosa tentativa de
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enquadrar todo o heterogéneo ecossistema digital sob uma dnica lei, provocou uma reacao
intensa e previsivel.

Ao se sentirem ameacadas por um modelo que néo distinguia suas operagdes, grandes
empresas de tecnologia, como o Google, utilizaram seu poder de mercado e suas proprias
plataformas para se opor a proposta. O entdo Diretor de Relagbes Governamentais do Google
Brasil, Marcelo Lacerda (2023), evidenciou essa preocupacdo ao afirmar que, na versdo
discutida do projeto, “os mecanismos de pesquisa sdo tratados da mesma forma que as redes
sociais e 0s servicos de mensagens instantaneas”, o que, segundo ele, “acaba causando uma
distorcdo que prejudica a Busca”.

Essa percep¢do de um tratamento inadequado e perigoso para seu modelo de negécio
motivou uma campanha publica de oposi¢cdo. A empresa ndo apenas publicou sua posicdo em
seu blog oficial, mas também convocou ativamente seus usuarios a pressionarem o legislativo,
demonstrando o uso de sua plataforma para influenciar o debate. A combinacdo de uma
estratégia legislativa excessivamente abrangente com o lobby empresarial levou a um impasse
de quatro anos, culminando no arquivamento do projeto.

O resultado dessa tentativa fracassada ndo foi apenas a ndo resolucdo do problema
original da desinformacdo, mas também a consolidacdo de um perigoso vacuo regulatorio.
Agora, 0 Brasil se encontra legalmente despreparado para a nova e mais complexa fase deste
desafio: a ascensdo da Inteligéncia Artificial generativa, que ndo s6 amplificou a escala da
desinformacdo, mas também introduziu uma categoria de ameaca inteiramente nova e mais
potente, os deepfakes, para a qual o arcabouco juridico nacional carece de ferramentas
especificas.

O vacuo regulatério deixado pelo arquivamento do PL 2.630/2020, contudo, ndo
significa uma paralisia legislativa completa. Pelo contrario, o fracasso em aprovar uma Unica e
abrangente lei parece ter redirecionado os esforcos do Congresso para uma abordagem mais
segmentada e especifica, focando diretamente nas tecnologias emergentes e em seus usos mais
danosos, em vez de tentar regular todo o ecossistema digital de uma sé vez.

Nesse novo cendrio, a iniciativa mais importante é o Projeto de Lei 2.338/2023, que
propde o Marco Legal da Inteligéncia Artificial. J& aprovado no Senado e em tramitacdo na
Céamara dos Deputados, o projeto € inspirado no Al Act da Unido Europeia e adota uma
abordagem baseada em niveis de risco. Seu objetivo € estabelecer um arcabouco de direitos,
transparéncia e responsabilidade para o desenvolvimento e uso da IA no pais, prevendo

inclusive a protecdo e remuneracdo de direitos autorais.
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Paralelamente, o legislador tem atuado de forma reativa para combater a ameaca
imediata dos deepfakes. Em abril de 2025, foi sancionada a Lei 15.123/2025 para estabelecer
uma causa de aumento de pena no crime de violéncia psicoldgica contra a mulher quando este
for cometido por meio do uso de inteligéncia artificial ou de qualquer outro recurso tecnoldgico
que altere imagem ou som da vitima.

Com a nova redacdo, ficou determinado que, nesses casos, a pena para 0 crime é
aumentada de metade, reconhecendo o potencial agravado do dano causado por ferramentas
como deepfakes, que frequentemente resultam em humilhacdo publica, isolamento social e
sérios traumas psicoldgicos nas vitimas. Esta medida se soma a normas ja existentes no &mbito
eleitoral, em que resoluces do Tribunal Superior Eleitoral (TSE) preveem a cassacdo de
mandatos em casos de uso de deepfakes para disseminar desinformacao.

Portanto, embora o Brasil ainda ndo possua uma lei nacional abrangente e sancionada
sobre Inteligéncia Artificial, o caminho regulatério esta em plena evolugdo. Diferentemente da
tentativa malfadada do PL 2.630/2020, a estratégia atual, dividida entre um marco geral para a
IA e leis especificas para seus usos ilicitos, demonstra um amadurecimento do debate. O Brasil
avanca, ainda que tardiamente, para construir as ferramentas juridicas necessarias para enfrentar

a complexidade da guerra informacional na era da IA.

6. CONSIDERACOES FINAIS

O presente estudo se propds a identificar de que maneira a auséncia de regulacdo da
inteligéncia artificial e das plataformas digitais no Brasil impacta a seguranca e a estabilidade
democrética diante da disseminacdo de desinformacao. A resposta, obtida por meio da analise
aqui desenvolvida, € que a auséncia de um arcabouco regulatério especifico impacta a
seguranca de forma direta, ao deixar o pais estrategicamente vulneravel.

O vécuo normativo permite que a desinformacao, potencializada por tecnologias como
deepfakes, seja empregada como arma em estratégias de guerra hibrida sem que haja
ferramentas juridicas adequadas para deteccdo, responsabilizacdo e mitigacdo de danos em
escala. Na prética, o Brasil se torna um alvo mais suscetivel a operacdes de desestabilizacéo
interna e manipulacdo da opinido publica, o que corréi a confianca e fragiliza os pilares do
regime democratico.

Os resultados da investigacdo confirmam, portanto, a hipétese inicial de que a caréncia
de leis especificas amplia a vulnerabilidade do pais em comparacdo a blocos com marcos

juridicos mais consolidados, como a Unido Europeia. O estudo demonstrou que o vacuo
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normativo brasileiro ndo é um mero atraso, mas a consequéncia de uma estratégia regulatéria
equivocada, materializada no fracassado Projeto de Lei 2.630/2020. A tentativa de criar uma
lei monolitica revelou-se um caminho inviavel, que, ao final, deixou o pais despreparado para
a escalada tecnoldgica da desinformacéo.

Diante do exposto, este trabalho conclui que a resposta mais eficaz para mitigar os
riscos identificados reside em uma fundamental mudanca de paradigma: é preciso abandonar a
ideia de “regular plataformas” e adotar a estrategia de regular atividades realizadas no ambiente
digital. Assim como o Direito tradicional se especializa em areas como civil e penal, a regulagéo
do ambiente digital deve ser segmentada para tratar de problemas especificos com a precisao
necessaria. Nesse modelo, a manipulagdo algoritmica de contedo, por exemplo, seria objeto
de uma regulacgéo prépria, impondo deveres de transparéncia e mitigacdo de riscos a qualquer
servico que utilize tais sistemas.

Sugere-se, assim, que uma abordagem baseada em atividades, em vez de plataformas,
representa uma alternativa viavel, contribuindo para a criagdo de um arcabouco juridico mais
flexivel e resiliente. Ao focar na acdo e no dano potencial, e ndo no agente, o Brasil teria
melhores condi¢des de construir uma legislacdo capaz de se adaptar as inovacdes tecnoldgicas.
Argumenta-se, por fim, que esta pode ser uma via para o desenvolvimento de uma defesa mais
robusta e inteligente, apta a reduzir a vulnerabilidade do pais e a salvaguardar a democracia na

era da guerra informacional.
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