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XXXII CONGRESSO NACIONAL DO CONPEDI SAO PAULO - SP
INTERNET: DINAMICAS DA SEGURANCA PUBLICA E INTERNACIONAL

Apresentacdo

No XXII Congresso Nacional do CONPEDI, realizado nos dias 26, 27 e 28 de novembro de
2025, 0 Grupo de Trabalho - GT “Internet: Dinamicas da Seguranca Publica e Internacional”,
gue teve lugar na tarde de 28 de novembro de 2025, destacou-se no evento ndo apenas pela
gualidade dos trabalhos apresentados, mas pelos autores dos artigos, que sdo professores
pesquisadores acompanhados de seus alunos pos-graduandos. Foram apresentados artigos
objeto de um intenso debate presidido pelos coordenadores.

Esse fato demonstra a inquietude que os temas debatidos despertam na seara juridica. Cientes
desse fato, os programas de pos-graduacéo em direito empreendem um didlogo que suscita a
interdisciplinaridade na pesquisa e se propde a enfrentar os desafios que as novas tecnologias
impdem ao direito. Para apresentar e discutir os trabal hos produzidos sob essa perspectiva.
Os artigos que ora sao apresentados ao publico tém a finalidade de fomentar a pesquisa e
fortalecer o didlogo interdisciplinar em torno do tema “Internet: Dindmicas da Seguranca
Plblica e Internaciona”. Trazem consigo, ainda, a expectativa de contribuir para os avangos
do estudo desse tema no ambito da pds-graduacdo em direito, apresentando respostas para
uma realidade que se mostra em constante transformacao.

Os Coordenadores

Prof. Dr. José Renato Gaziero Cella

Prof. Dra. Danielle Jacon Ayres Pinto

Prof. Dr. Gustavo Rabay Guerra

Prof. Dra. Jéssica Fachin



IMPACTOSDO ALGORITIMO NA AUTONOMIA DA VONTADE COM
REFLEXOSNA ADULTIZACAO DA CRIANCA

IMPACTSOF THE ALGORITHM ON THE AUTONOMY OF WILL WITH
REFLECTIONSON THE ADULTIZATION OF CHILDREN

Gisele Asturiano 1

Resumo

A internet dos algoritmos segrega pessoas através das bolhas de filtro e cdmeras de eco,

comprometendo a autonomia da vontade, desprezando a razéo dos usuarios pois envolvem
mentes conectadas, através dos dados, fomentando lazer aos usuarios e gerando acervo de
dados para anestesiar os sentidos, os dados s&o utilizados e comercializados pelas big techs, e
a ponta do iceberg sdo os dados sensivels, que colocam 0s vulherdveis neste panorama do
desprezo a dignidade da pessoa humana, para conceber o trato do objeto de desgjo,

entorpecem adultos e padecem as criangas, vitimas da adultizacdo, ndo fosse o digital

influencer denunciar, as violagdes e impactos a infancia seriam naturais, ante a cegueira dos
sentidos e a manipulagdo da vontade, mas o alerta serviu para a criagdo dalei, na data de 17
de setembro de 2025, que ficou popularmente conhecida como Lei Felca, Lei 15.211/25, que
institui o Estatuto Digital da Crianca e do Adolescente, com o destague aos desafios, surge a
necessi dade de mecanismos para adequar a efetividade dalel.

Palavras-chave: Algoritmo, Razéo, Protecéo, Adultizacgo, Vigilantismo,

Abstract/Resumen/Résumé

The internet of algorithms segregates people through filter bubbles and echo chambers,
compromising the autonomy of will, disregarding the reason of users because they involve
connected minds, through data, fostering leisure for users and generating data collections to
anesthetize the senses. Data is used and commercialized by big tech, and the tip of the
iceberg is sensitive data, which places the vulnerable in this panorama of contempt for
human dignity, to conceive the treatment of the object of desire, numbing adults and
suffering children, victims of adultification. If it weren't for the digital influencer reporting,
the violations and impacts on childhood would be natural, given the blindness of the senses
and the manipulation of will. But the warning served to create the law, on September 17,
2025, which became popularly known as the Felca Law, Law 15.211/25, which institutes the
Digital Statute of Children and Adolescents. With the emphasis on the challenges, the need
for mechanisms arises. to adapt the effectiveness of the law.

K eywor ds/Palabr as-claves/M ots-clés. Algorithm, Reason, Protection, Adultization,
Vigilantism, Vigilantism

1 Mestre
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Introducio

Com o avango da tecnologia e a automagio?, a integragdo de valores e costumes
para as pessoas, traz a tona a dialética, seja como ciéncia normativa ou critica a nogao de
valor?, implementos e desmembramentos para a sociedade, sob a discussdo de valor da
pessoa ¢ a relevancia enquanto ser dotado de bens juridicamente protegidos e, o

surgimento da necessidade da adequagao legal aos modelos de protecdo da personalidade.

A criagdo mental e a manipulagdo da razdo perpetrada nas redes sociais
provocam nas pessoas, uma datificacdo e os algoritmos de massa mapeando e furtando as
reflexdes das futuras geracdes, proporcionando um recrudescimento da sociedade

midiatica e um retrocesso da participagdo social e politica.

Como proposta de reflexdo sobre o papel e o efeito das redes sociais sobre as
pessoas, a sociedade de controle e a utilizacdo dos algoritmos como mecanismo e
instrumento de manipulagdo da autodeterminagdo, monitoramento das pessoas e da

capacidade do pensar.

O equilibrio da liberdade de expressdo, mitigada pela relativizagdo do controle
dos algoritmos, da predicao de desejos e agdes em frente ao frenético compartilhamento
de ideias na internet, onde as pessoas sdo expostas em sua multiplicidade da persona

através da sua imagem, videos e avatares transformados em anjos ou demodnios?

O impacto deste conjunto de atividades inconsciente, com o comprometimento
da capacidade de aprendizado no sentido essencial do ser e da agdo, violando a autonomia
da vontade e contribuindo para que as big techs criem uma nova forma de dominagao

global, denominada de colonialismo de dados.

Para o soci6logo Sérgio Amadeu da Silveira, em seu livro, esclarece que a coleta
de dados criou enorme oportunidade para produtos e servigos, derivados do
processamento e mineracdo de informacdes que se agregam aos dados coletados e

armazenados pelas tecnologias digitais, o que proporciona o enriquecimento do perfil

! Machine learning, O aprendizado de maquina (em inglés, machine learning) ¢ um método de analise de
dados que automatiza a construgdo de modelos analiticos. E um ramo da inteligéncia artificial baseado na
ideia de que sistemas podem aprender com dados, identificar padrdes e tomar decisdes com o minimo de
intervenc¢do humana. (https://www.sas.com/pt_br/insights/analytics/machine-learning.html)

2 BOHM. Karl.(1846-1911) que utilizou-se pela primeira do termo como ciéncia de valores, para distingui-
la da ontologia, ciéncia do real.
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pessoal de forma detalhada com a vasta coleta de dados que proporcionou o
desenvolvimento de uma nova gama de produtos e servigos. Isso acontece porque o
processamento ¢ a mineracdo de informagdes agregadas aos dados coletados pelas
tecnologias digitais permitem o uso dos dados pessoais detalhados, tratados e que

provocam o enriquecimento através das informacdes.

1 Do Big Data — Manipulacio de Dados - Razio

Este conceito ¢ central para entender a economia de dados, onde as informagdes
sobre os usudarios se tornam um ativo valioso. A capacidade de analisar esses dados em
grande escala (o big data) permite que empresas oferecam experi€ncias mais
personalizadas, publicidade direcionada e servigos preditivos, levantando preocupagdes

significativas sobre privacidade, seguranc¢a e o uso ético dessas informagoes.

A proposta dialética perpassa pelas teorias funcionalistas da manipulag¢do que se
formaram nas primeiras décadas do século XX (SILVEIRA, 2021.p.37), apresentavam
um discurso, mas as plataformas de relacionamento online, ndo realizam discurso, nem
criam narrativas, (SILVEIRA, 2021.p.38 e ss) visto que todo o contetido do Facebook,
Youtube, Twitter, Instagram, LinkedIn, Snapchat sdo criados pelos usuarios,
proporcionando identidade, cooperacdo compartilhada de objetivos e estratégia
contribuindo para alguns fatores como a liberdade das vias fisicas e metafisicas,
promovem agrupamento de pessoas para negocios, afetos, conhecimento e

entretenimento.

Cavalieri, considera a modulagdo como um processo de controle de visualiza¢ao
de conteudo, discursos, imagens e sons, o que provoca a modula¢do e direcionamento da
vontade na medida em que os sistemas e algoritmos possuem mecanismos para orientar
e destinar os contetdos ao alcance de segmentos e grupos especificos na rede de acordo
com critérios estabelecidos de acordo com a necessidade do momento, privando os

usuarios do livre pensar e o livre criar, motivado por expressao individual.

Segundo Otfried Hoffe; A faculdade de agir segundo a representacdo de leis
chama-se também vontade, de modo que a razdo pratica ndo € outra coisa que a faculdade
do querer” (HOFFE.2005, p.192). A vontade é livre e cria uma obrigacio para com a lei

moral, a0 mesmo tempo que afirma que a capacidade humana de escolha ¢ disciplinada.
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Para Kant a razao significa a absorg¢ao e superacao dos sentidos da natureza, ¢ a
¢tica, a moral se misturam sem se misturar, pois a razdo ¢ o conhecimento acima dos
sentidos, a reflexdo e o intenso exercicio intelectual, que ¢ exercido pela acdo ética e
moral, que necessita da vontade, o agir, segundo a representagao das leis, € a razao pratica

¢ a faculdade do querer ser e agir moralmente.

Kant, impoe-se em sua fundamentagao da €tica quatro problemas fundamentais:
ele determina o conceito de moralidade, aplica-o a situacao de entes racionais finitos, o
que leva ao imperativo categorico, que desvenda a origem da moralidade na autonomia

da vontade e procura provar a efetividade da moralidade com o factum da razao.

2 Sociedade de Controle- Autonomia da Vontade

Esta pesquisa visa analisar os efeitos da sociedade de controle e a concretizagao
da modulacdo a distancia, com base no conceito de Gilles Deleuze e trabalhados por
Lazzarato, posto que a modulacdo algoritmica usa as mais avancadas técnicas de

inteligéncia artificial, manipulando inclusive o raciocinio a priori.

E, para finalizar a problematizagdo, colacionamos a questdo trazida por Arendt;
que cabe perguntar qual ¢ a relevancia do conceito de autoridade numa época onde esta
desagregado até mesmo no processo educacional, onde a crise da tradicao, como aponta
Hannah Arendt, impede que se estruture educacao e autoridade para a escola poder servir

de ponte entre o mundo privado da casa e o0 mundo publico dos adultos?

Neste momento da tecnologia, publico e privado se confundem, enquanto os
dados estao possibilitando a manipula¢do midiatica, modulados agora pela métrica dos
algoritmos, da inteligéncia artificial, subsidiados por gigantescas bases de dados que
impactam nas decisdes das pessoas, seja nas compras ¢ na qualidade dos contetdos

direcionados, onde possibilita a previsao de comportamentos.

As plataformas sdo alimentadas através de dados pessoais que sdo tratados e
oferecidos com a finalidade de interferir, organizar o consumo e as praticas das pessoas,
nas decisOes e na autonomia da vontade, impactadas pelos dados pessoais e metadados
fornecidos através da navegacao, de acordo com (Zuboft. 2015, p.80) que criou o termo;

capitalismo informacional em capitalismo de vigildancia
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Com o desenvolvimento do aprendizado de maquina, constata-se os efeitos dos
algoritmos nas pessoas, na sociedade e a manipulacdo da vontade através da imagem,
envilecendo a autonomia do livre pensar, criando as “bolhas de filtro” e “cameras de eco”,
banalizando a pessoa como o produto de comercio, através de visualizacgoes, predigdes e

monetizagao.

Como mensurar a relativizacao da liberdade de expressao, autonomia da vontade
e a reflexdo ante o fomento e controle dos algoritmos para a veiculagdo de imagens,
videos conduzindo desejos? Quais os reflexos na sociedade ante a dualidade dos meios

de controle de veiculacdo de imagens, videos na internet?

Com base na ideia foucaultiana de que o poder estd diretamente ligado a
produgdo de verdade, é possivel afirmar que as grandes plataformas de midias sociais,
possuem um saber e um poder enorme sobre os usuarios que interagem por meio ‘de
dados comportamentais mais preditivos provém na intervengdo no jogo de modo a

incentivar, persuadir, sintonizar e arrebanhar comportamento em busca de resultados

lucrativos. (Zuboft, 2019).
Existe verdade quando ha poder?

Diante do apelo das exposi¢des de imagens de pessoas veiculadas na internet,
com busca pelo lucro através da audiéncia com finalidade comercial, como garantir a
reflexdo livre, a autonomia da vontade, ante o entorpecimento da consciéncia em prejuizo
da logica e reflexao sobre a multiplicidade das redes sociais em detrimento da dignidade

da pessoa humana?

A atividade metafisica no campo das ideias se propaga em ambiente virtual,
prejudicando o pensar livre e solitario, que se tornou publico, onde o contetido ¢
freneticamente distribuido e a entrega desta publicidade, seguem investindo em definir
formas para quantificar o coeficiente de influéncia de cada usuario, como um numero ou

uma patente US20170277691A1.

Com o titulo Quantifying Social Influence,® O requerimento de patente refere-
se a uma tecnologia que permite analisar os dados de interagdo de usuarios em uma rede

social ONLINE para ranquear seu nivel de influéncia com base no conteudo

3 N. Agarwal, Patent Application Publication, set. 2017.
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compartilhado pelo mesmo e na interac¢do de sua audiéncia com esse conteudo, para
assim poder “performar um tipo de agcdo com base no coeficiente de influéncia social do

L. e 4
usuario .

Os rastros digitais sdo extraidos, quantificados a partir da coleta massiva de
dados, possibilitada pelas tecnologias cibernéticas utilizadas por grandes empresas, ante
o valioso contetido utilizado, o contetudo ¢ indiferente, seja produtos, imagens, natureza,
animais ou pessoas, todo o trafego ¢ uma grande vitrine de produtos, quantificados pela

métrica de engajamento.

3 Capiltalismo de Vigilancia — Pan - Optico

De acordo com Zubof, a criagdo mental e a manipulacao da razao perpetrada nas
pessoas, através da datificacdo e os algoritmos de massa mapeando e furtando as reflexdes
das futuras geragdes, proporcionando um recrudescimento da sociedade midiatica e um

retrocesso da participagdo social e politica.

A expressdao de vigilancia, com énfase a denominacdo de pan-Optico, que ¢
aquele que vé tudo, fruto da construcdo idealizada pelo fildsofo e tedrico social Jeremy
Bentham no século XVIII, como parametro para a tecnologia e todos os usuarios,
prisioneiros do sistema de vigilancia central, conscientes ou ndo da constante vigilancia
e controle sobre ideias e atos comprometendo a liberdade de expressdo e a propria

expressao.

A ideia principal do Pan-Optico € permitir controle através do ponto de
observagao, portanto esse observatdrio sem identidade e que tem capacidade de conhecer
sobre todos, enquanto os observados com identificagdo detalhada, condicdo que
possibilita a predicdo de comportamento, com perspectivas condicionais destas

informacodes serem o produto.

Os algoritmos sdo vinculados as informagdes, e, atingem um nivel de capacidade
de identificar produtos, coisas e pessoas de forma intima, a exemplo dos neuronios da

pessoa - o de identificar e explorar alguns aspectos que dizem respeito a intima, mas

4 Idem.(Trad.nossa.).
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altamente complexa e impactante conexao entre a A, a Protecao de Dados Pessoais e os
Direitos e Garantias Fundamentais a luz do sistema juridico-constitucional brasileiro.

(Sarlet, 2022)

E deste modo, diz também Foucault, que a visibilidade se torna uma armadilha, mas
uma armadilha que n6s mesmos ajudamos a construir. Se alguém aplicasse o diagrama do
pan-Optico para pensar sobre vigildncia nos dias atuais, ja valeria a pena explorar s6 esse
insight. Como inscrevemos em nds mesmos o poder de vigilancia ao entrar no espaco on-line,
usar cartdo de crédito, mostrar nossos passaportes ou solicitar oficialmente ajuda do governo?

(Bauman/Lyon,2013)

O ser racional € unico pelo seu livre agir e pensar, pela humanidade com que
merece ser respeitado, o ser criativo e que através da autonomia da vontade cria, recria
sem qualquer tipo de imposi¢des ou mecanismos preditivos, o que define o ser humano ¢
ndo ser previsivel, mas criar oportunidades, ciéncia e conhecimento em conjunto com o

Universo, livre como as estrelas.

Essas reflexdes se destacam na medida em que algoritmos proporcionam uma

expansao da manuten¢do do controle, maculam as ideias, desejos e o ser em si.

Com a evolugdo da inteligéncia artificial, uma maquina muito bem estruturada,
se desenvolveu, da qual o Google e o Facebook se destacam: imensos bancos de dados
(Big Data) e softwares de aprendizado de maquina que atuam como dispositivos de
reconhecimento de padrdes, comportamentos e de marketing. Estes dispositivos “reunem,
selecionam e vendem milhdes de dados sobre nossas aquisi¢des, hébitos de leitura, filmes
favoritos, gostos, roupas, bem como o modo como passamos nosso tempo livre.”

(DELEUZE, 1990).°

Para Van Djick (2013), essas plataformas possibilitam um tipico especifico de
capital social, o da conectividade. Plataformas possibilitam um tipico
especifico de capital social, o da conectividade. Plataformas promovem e
invisibilizam, algoritmicamente, algumas informagdes em compara¢do a
outras. Elas fazem o mesmo com as conexdes interpessoais dentro de suas
redes: algoritmos definem quais lagos devem ser fortalecidos, e quais serdo

enfraquecidos. Com isso, o nivel de conectividade de cada usuario é um dos

S DELEUZE. Giles. Conversagdes, op. Cit. P. 226.
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fatores que define sua visibilidade nesses ambientes.® Plataformas como o

Facebook, que possuem como principal fonte de renda a mediagdo.’

Os impactos tecnoldgicos tém chamado atencdo da populacdo quando ha a
explosao de conteudo que viraliza, necessitando da multiplicidade de profissionais para

entender o fendmeno e, abreviar os efeitos danosos.

4 Adultizacao

Com a repercussao na midia e redes sociais com o video do digital Influencer o
youtuber Felipe Bressanim Pereira, mais conhecido como Felca, que realizou intimeras
dentincias sobre a exploracdo de menores, que culminou com a prisdo de alguns dos
denunciados como Hytalo Santos e seu esposo Israel Nata Vicente, sob acusagdes
tipificadas como trafico de pessoas, exploragdo sexual de adolescentes e lavagem de

dinheiro, com base no Cddigo Penal e no Estatuto da Crianca e do Adolescente (ECA).

Esse assunto chamou a ateng@o do Senado, ante aos impactos para as familias,
jovens e criangas, impactos sociais, psicologicos, fisicos e judiciais e, o assunto instiga e
evidencia o perigo dos algoritmos para as criangas € jovens, afetando a saude mental com

impactos para a vida toda.

A repercussdo gerada pelas dentncias e pelos impactos causados nas criangas €
jovens, evidenciando o uso de criangas como produto, culminou com inlimeras projetos
de leis levando a proposta para a alteragdo do Estatuto da Crianga e Adolescente,
incontinente foram protocolados pedidos para a inclusdo no art. 241-D, que j& criminaliza
o aliciamento de criangas com fins libidinosos, mas ndo contempla a producdo de

conteudos digitais e improprios para a idade da crianga, ante o seu carater sexual.

6 Plataformas.W.F.Aratjo, As narrativas sobre os algoritmos do facebook: uma analise dos 10 anos do feed
de npticias. Tese(Doutorado em Comunica¢do e Informagdo)- Faculdade de Biblioteconomia e
Comunicagdo, UFRGS, Porto Alegre, 2007.

7 SOUZA. Joyce, SILVEIRA. Sérgio Amadeu da Silveira, AVELINO. Rodolfo (organizadores). A
Sociedade de Controle — Manipulagdo e modulagdo nas redes sociais. 2* edi¢do. Editora Hedra. Sao Paulo.
2021.P43.
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A proposta legislativa para a inclusdo de condutas como a figura do
“grooming®”, que ¢ um processo gradual, em que o agressor constréi uma relagio de
confianga com a crianga, muitas vezes sem que haja inicialmente qualquer ato libidinoso,

o que dificulta a aplicagdo da norma penal vigente.

Na data de 17 de setembro de 2025, foi criada a lei que ficou popularmente
conhecida como "Lei Felca" ¢, Lei 15.211/25, que institui o Estatuto Digital da Crianca
e do Adolescente, fruto do resultado das denuncias do influenciador digital Felipe
Bressanim Pereira, o "Felca", que denunciou a "adultizagdo" e a exploragdo de criancas

nas redes sociais para fins de monetizagao.

A lei traz definicao dos contetidos digitais, e define condutas protetivas, visando
a saude mental e livre desenvolvimento, tratando de puni¢cdes em relacdo aos jogos
virtuais, definindo condutas necessarias como a efetividade e aplicacdo da lei,
estabelecendo a possibilidade de fiscalizagdo, controle e bloqueio por parte dos pais e

supervisao parental.

Disciplina sobre o dever dos pais e responsaveis, para a educacao digital, como
necessidade e direito de criangas e adolescentes de serem educados e orientados por seus
pais ou responsaveis sobre o uso da internet e, inclui como dever dos pais o

monitoramento € acompanhamento sobre as escolhas digitais dos filhos.

Estabelece sobre a responsabilidade dos pais de controle e das plataformas
digitais, a lei impde responsabilidade aos provedores de produtos e servigos de tecnologia
da informagdo direcionados a criangas e adolescentes. Essas empresas devem agir para
prevenir e mitigar riscos de acesso, exposi¢do ou recomendacdo de conteudos danosos e
inadequados, tais como; exploracdo e abuso sexual, conteudo pornografico, violéncia
fisica e assédio virtual, incentivo a automutilagdo, suicidio e uso de drogas, praticas de

publicidade predatoria e injusta.

Definir parametros de comportamento e disciplinar san¢des ¢ mecanismo

imperioso, considerando as estatisticas relativas aos indices de suicidio em criangas com

8 Grooming ¢ um termo que se refere ao processo de preparagdo e manipulacéo psicologica de uma pessoa
(geralmente uma crianga ou adolescente) por um adulto, com o objetivo final de abuso ou exploracdo
sexual.
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idades entre 8 e 12 anos, com a saide mental comprometida por questdes essencialmente

relacionadas aos dados e algoritmos por excesso de exposicdo em ambiente digital .

Portanto, a situagcdo de criangas em ambientes nocivos como o ambiente digital,
sem controle e fiscalizacdo dos pais e responsaveis, sdo fatores que podem contribuir com
os crimes contra a dignidade sexual, a exposi¢do precoce a sexualidade, incentivadas
pelo uso de roupas ou maquiagens que sensualizam a crianga, provocando a adultiza¢ao
da crianga e, pode ser um caminho para a pedofilia e a outros crimes sexuais, a producao
de videos e imagens com o intuito de impulsionar o compartilhamento de material com
conteudo sexual envolvendo criancas gera impactos na vida das criangas e jovens que
geram problemas comprometedores em relacdo a saide mental, o que corrobora para a

penalizacgao deste tipo de conduta com pena de até 12 anos de reclusao.

A Lei 15.211/25, visa a protecdo da crianca e do adolescente, evitando o
estabelecimento de contato emocional, por meio de perfis ou paginas de internet, visando
futura pratica de atos de carater sexual ou malicioso; € o estabelecimento de contato
emocional com a crianga, afastando-a da vigilancia dos pais ou responsaveis, a fim de

encontra-la presencialmente.

Destaca-se que ¢ imperioso que seja realizada uma intervengdo penal mais
precoce, antes que o dano psicoldgico e mesmo fisico a crianca ocorra. E inegavel que
com o crescimento das redes sociais e plataformas de comunicacgao, as criancas estdo mais

expostas a interagdes com desconhecidos.

Protecdo integral, corrobora com a necessidade da responsabilizacao dos adultos
pelo cuidado, e a garantia de condigdes para que as criangas e os adolescentes possam
exercer a autonomia, liberdade e cidadania de modo pleno e, nessa conjuntura,
integralmente revestidos da dignidade da pessoa humana, dentro e fora do ambiente

digital. (SARLET. 2022).

Criancas e adolescentes, titulares de direitos, sdo considerados sujeitos
auténomos, mas com exercicio de suas capacidades limitadas em face das etapas de
desenvolvimento. Titulares de direitos e igualmente de obrigacdes ou de

responsabilidades, as quais sao graduais na medida de seu estagio de vida.

Com a tecnologia, o tempo ¢ subtraido pelas possibilidades, construidos pelo

método preditivo de ideias propagadas com velocidade que maculam a razao e provocam
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impacto nas pessoas como automatos, afetando o discernimento a individualidade e a

autonomia da vontade.

Os impactos danosos que vem acontecendo de forma mundial, se relacionam
pela propor¢do em que os dados pessoais passaram a figurar na lista das principais
commodities, a contemporaneidade assistiu a emergéncia de novas condi¢cdes de
violagdes a pessoa humana, a margem de um novo contexto pos-panoptico, ou seja, um
cenario opressivo, discriminatério e exploratorio forjado pelo capitalismo de vigilancia

bem como situado a partir e com base na economia da aten¢do. (SARLET, 2021)

Neste conflito que impacta com a Carta magna, liberdade de expressdo,
imperioso destacar que tipo de expressao visa protecao, se € danosa a pessoa, a sociedade

e afeta as criangas e jovens, com impactos nas familias e na sociedade.

E importante ressaltar que a adultizacdo infantil é um tema complexo e que as
infracdes penais devem ser adequadas aos casos concretos, mas os Estados e Unido devem
proporcionar condi¢des para que a Lei possa ser viabilizada com pessoas preparadas,
equipe multidisciplinar a fim de alcangar resultados, ndo basta que a legislacao brasileira,
em especial o Estatuto da Crianca e do Adolescente (ECA), tenha o compromisso de

proteger as criangas e os adolescentes de todas as formas de violéncia e exploragao.

O ECA estabelece que ¢ dever da familia, da comunidade, da sociedade em geral
e do poder publico assegurar, com absoluta prioridade, a efetivagdo dos direitos referentes
a vida, a saade, a alimentacdo, a educacdo, ao esporte, ao lazer, a profissionalizagdo, a
cultura, a dignidade, ao respeito, a liberdade e a convivéncia familiar € comunitaria e a

educagdo digital através de politicas publicas que viabilizem a protecao.

A preocupagdo com criangas e jovens ¢ mundial com a criacdo de legislagdes
protetivas, restritivas como € caso da Unido Europeia que criou DSA (Digital Services
Act), denominado um codigo de conduta, ¢ Unido Europeia (UE) 2022, com previsao de
entrada em vigor de forma gradual, tratam de regras para um ambiente online mais seguro,

incluindo a proibi¢do de publicidade direcionada a menores baseada em dados pessoais.

A protecdo de dados ¢ a ponta do iceberg no que toca ao termo capitalismo de

vigilancia®, se refere a utilizagio dos dados que sdo usados para todos os setores, e,

9 , o1 C A o TP R . . . .

O que ¢ capitalismo de vigilancia? O capitalismo de vigilancia reivindica de maneira unilateral a experiencia humana
como matéria - prima gratuita para a tradu¢do em dados comportamentais. Embora alguns desses dados sejam aplicados
para o aprimoramento e produtos e servicos, o restante ¢ declarado como superavit comportamental do proprietario,
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especialmente no que se refere aos dados que irdo proporcionar lucro, onde pessoas e

comportamentos sdo produtos.

Hé que destacar que as linhas de cédigo que perfazem as IAs, carecem de
nuances, de subjetividade e de autocritica. Nao possuem, em seu atual estado, a
capacidade para produzir juizos de valor, e, nessa medida, agir de modo completamente
autdonomo e com intencionalidade propria, seja pela natureza de agente, isto €, sdo criadas
e atuam de forma emulatoria em fung¢do de problemas que lhes sdao propostos,
engendrando solugdes tecnoldgicas de carater matematico e discursivo, tomando, em

regra, dados como matéria prima.

As conexdes da [As, se ajustam como o cérebro humano, se reorganiza no
processo de aprendizagem, ¢ como um modelo de reorganizacdo algoritmica subjacente,
em especial quando se aprecia a relacdo chamada de Internet of Things (IoT) — ‘Internet
das coisas’ — mas também no que concerne ao machine learning. Validando que algumas
técnicas de IA podem mimetizar o funcionamento cerebral. Na assim chamada
aprendizagem por reforco, a guisa de exemplo, um sistema de IA aprende a otimizar a
funcdo de recompensa, refor¢cando-a de forma a aumentar a probabilidade de recorréncia.

(SARLET, 2022)

Esse aprendizado de maquina, exige inumeras areas do conhecimento que
contribuiram e continuam sendo demandadas a contribuir quando se trata de A, posto
que envolvem as ciéncias que se encontram disponiveis para pesquisa, como os dados
pessoais e inumeros materiais de pesquisa estdo disponiveis, a [A, termo abrangente,
inclui tarefas complexas como aprendizagem, raciocinio, planejamento, compreensao de

linguagem e robotica.

Visando assegurar a licdo de Wolfgang Hoffmann-Riem, trés diferentes
procedimentos analiticos sao utilizados para diferentes fins, a analise descritiva, a analise
preditiva e a andlise prescritiva, segundo o autor, a analise descritiva ¢ utilizada para

peneirar e preparar o material para fins de avaliacdo. Um campo de exemplo € o uso de

alimentando avangados processos de fabricagdo conhecidos como inteligéncia de maquina e manufaturados em
produtos de predi¢ao que antecipam o que um determinado individuo faria agora, daqui a pouco e mais tarde. Por fim
esses produtos de predigdo sdo comercializados em um novo produto de mercado para predigdes que chamo de mercado
de comportamentos futuros.
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Big Data para Data Mining e para registro e sistematizacdo dos dados, especialmente

priorizacdo, classificacdo e filtragem.

Neste contexto de pessoa e maquina, podemos constatar que ha necessidade de
conhecimento multidisciplinar, ndo basta a criagdo da legislacdo pois € necessario o

conhecimento epistemologico das areas da tecnologia, filosofia, psicologia e biologia.

A legislagdo visa proteger a liberdade, personalidade e a dignidade da pessoa
humana, diante do caminho da privacidade e a protecdo de dados pessoais, valorando a
dimensao individual da constru¢ao da personalidade e as condi¢des de garantidoras do
desenvolvimento, posto que a dimensao da liberdade da razao repousa sobre o critério e

a condi¢do de concretizagdo da vontade livre. (SARLET.2019, p.06).

A proposta dialética dentro do contexto multidisciplinar onde o objeto protegido
no direito a inviolabilidade do sigilo ndo sdo os dados em si, mas a sua comunicagao
restrita (liberdade de negacao), (Doneda, 2006, p. 262), ¢ a falsa impressdo da liberdade,
se o conhecimento pode ser reproduzido e modificado, alterado e mitigado pelos

algoritmos.

Com base na ideia foucaultiana de que o poder esta diretamente ligado
a produgdo de verdade e ao saber (FOUCAULT.2013), é possivel
afirmar que as grandes plataformas de midias sociais, como o
Facebook, possuem um saber e um poder enorme sobre os usuadrios que
interagem por meio delas. Esse poder so é possivel a partir da coleta
massiva de dados possibilitada pelas tecnologias cibernéticas
utilizadas pela empresa, e o valioso saber que resulta dessas praticas é

protegido em seus bancos de dados™® e em patentes registradas.**

E, para Hannah Arendt'?, a assim chamada liberdade interior é derivativa, pois
pressupoe, ou uma retra¢do for¢ada de um mundo publico encolhido onde a liberdade é
negada, para a filésofa o pensar deve perpassar o campo das ideias contemplativas para

as acoes. (ARENDT.2016)

10 D. Mortenson,2017Year in review:Data centers.Facebook Code, dez.2017.

11 Joler & Petrosvski, Immaterial Labour and Data Harvesting,op.cit.Pg.57
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A analise preditiva, por sua vez, busca identificar tendéncias de desenvolvimento
e padroes de comportamento, a fim de prever comportamentos futuros e, com base nisso,

ser capaz de tomar decisdes na forma de Tomada de Decisdo Automatizada.

E, por meio da andlise preditiva, ¢ possivel prever falhas, otimizar processos,
alocar recursos e evitar desperdicios. A analise preditiva pode ser usada, para registrar as
preferéncias e desejos do consumidor (Predictive Consumer Interests) ou para o

Predictive Policing.

E, continua o mesmo autor, em relacdo analise preditiva que busca
recomendacdes de acdo, de modo a utilizar conhecimentos descritivos e preditivos para
atingir objetivos especificos, tais como sele¢do personalizada em pregos ou estratégias e
taticas para influenciar atitudes e comportamentos, incluindo a influéncia na formagao da
opinido publica, filtro de perfis que tem interesse por imagens e videos de criangas e

jovens, fomentando a indugdo a satisfacdo dos desejos.

Nesse contexto, ¢ de se destacar para os efeitos colaterais negativos do uso da
IA, em especial, um processo gradual de maior vulnerabilizagdo e submissdo das pessoas,
criancas e jovens. Com caracteristicas de ferramenta, cujas potencialidades ainda nao
foram inteiramente diagnosticadas, a expansdo do uso da IA no cotidiano, algumas
maquinas, e.g., os carros autdbnomos, evidenciando-se o emprego em larga escala de
machine learning, deep learning, aprendizado por reforgo, robotica, visao computacional,
processamento de linguagem natural, sistemas colaborativos, crowdsourcing, teoria dos

jogos algoritmica, IoT e computacao neuromorfica.

O uso preditivo da internet, que necessita de autoconhecimento/a autopercepg¢ao
como uma espécie de apoio para que o ser humano possa impedir a supremacia da
maquina e, consequentemente, a chamada ‘ditadura de dados’, como resultado
algoritmizac¢do da vida, comprometendo a razdo dos seres humanos, em especial das

pessoas mais vulnerabilizadas, a condigdo de cidadaos digitais.

No que se refere ao panorama informacional, a investigagdo, a inclusdo e a
participagdo solidaria e responsavel deveriam ser garantidas pelos mecanismos de agentes
de [As que poderiam ser treinadas para abreviar os impactos danosos. Importa ainda

destacar ¢ que a [A funciona a partir da dinamica de produgao/criagcao/programacao de
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algoritmos que, discursivamente, implementam formas de resolugdo de problemas e,
oportunamente, t€ém instaurado novos parametros para a cogni¢do e para a decisdo, ora

incluindo, ora excluindo o agente humano.

Neste panorama, hd condutas inseridas em um ecossistema balizado pelo
bindmio Homem-maquina que envolve a rigida parametrizagdio por meio da
responsabilidade, da solidariedade para o devido gozo da liberdade, da dignidade e da
autonomia, dentre outros parametros e limites, especialmente advindos da necessaria

concretizagao do direito ao livre desenvolvimento da personalidade.

A relagdo do ser humano com as novas tecnologias, tende a abrir um panorama
de formas, formatos da utilizag@o das tecnologias, com modelos de correlagdo/cooperagao
e de regulagdo/regulamentacdo como a jurisdi¢ao aplicavel em casos pelos uso de IAs,

que implicam violag¢des de direitos humanos e fundamentais da mais diversa natureza.

Enfim, ha diversos desafios ainda em aberto, que dizem respeito ao
aperfeicoamento algoritmico com base em padrdes democraticos e alinhados com os
parametros indispensaveis em termos de seguranca, de confiabilidade, de justica, de

liberdade, de dignidade e de cidadania.

Com isto, face ao contexto informacional, que se expande em propor¢des
geométricas € tem como principal commodity os dados (sem prejuizo de tantos outros
pontos que poderiam ser explorados), assume particular relevancia o problema relativo a
protecao de dados pessoais, que, por sua vez, € indissociavel da protecao efetiva de outros

direitos humanos e fundamentais dentro e fora do ambiente digital. (SARLET, 2022)

Consideracoes Finais

Como questionamento dos desmembramentos mundiais, ¢ que com as
informagdes e estatisticas, podemos perceber que ha um entorpecimento da razdo, ante os
mecanismos utilizados, o controle e uso de dados sem a observagao da lei aplicavel e os
mecanismos Judiciarios sdo frageis e despreparados o que coloca os usuarios em situagao

de maior vulnerabilidade.
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O Capitalismo de Vigilancia, carrega uma discussao Mundial como efeitos
danosos e¢ que fogem da discussdo juridica, mas envolvem uma multiplicidade de
disciplinas como a psicologia, filosofia, sociologia que levam a entender que esse tema
atinge como ponta do iceberg a adultiza¢do infantil, que viola direitos da crianga e
adolescente, necessitando de protecdo para o desenvolvimento saudavel e abreviar a

exploragdo.

A exposi¢ao de criangas a atividades de trabalho, apesar da pecha de carater
artistico ou publicitario, sem a devida protecdo legal, pode comprometer milhdes de
jovens e adultos pelos impactos a que podem dar causa e comprometer a vida, viabilizar

a praticar do Cyberbullying.

O individuo tem a falsa sensa¢do de que sua opinido ¢ a majoritaria ou a Unica
correta um tipo de alheamento mental e social dissociado da realizada, entorpecendo os
sentidos dos usuarios para que sejam manipulados com maior facilidade, auséncia da
razao como a e “cameras de eco” que envolvem o usuario como se fosse uma marionete
com a falsa sensac¢do de que sua opinido € a majoritaria ou a inica correta, enquanto nao

ha autonomia de vontade, mas apenas a repeticao.

A proposta para este artigo ¢ que seja possivel que o avango da tecnologia com
o uso e a rapidez da inteligéncia Artificial, seja utilizada para abreviar os efeitos nefastos
da utilizacdo desenfreada dos algoritmos, especialmente com plataformas digitais e
aplicativos que impeg¢am que os dados pessoais, sejam mecanismos de propagacdo da

adultizag@o e de praticas criminosas contra criangas e jovens.

Diante de todas essas consideragdes, € possivel perceber que ha um movimento
mundial no sentido de prevenir a adultizacdo e todos os abusos a que as criangas estdo
sujeitas com o impacto dos algoritmos, o problema ¢ mundial, e por esta razdo que ha
legislacdo protetiva aos dados pessoais e especialmente aos dados sensiveis de criancas e
adolescentes, com a necessidade de mecanismos de educacao digital e controle das big
techs que sempre visam o lucro, em desprezo a dignidade da pessoa humana e violando

os direitos da personalidade.
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