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XXXII CONGRESSO NACIONAL DO CONPEDI SAO PAULO - SP
DIREITO, GOVERNANCA E NOVASTECNOLOGIASII

Apresentacdo

O XXXII Congresso Nacional do CONPEDI, realizado em parceria com 0 com a
Universidade Preshiteriana Mackenzie-S&o Paulo, ocorreu nos dias 26, 27 e 28 de novembro
de 2025, na cidade de S&o Paulo. O evento teve como temética central "Os Caminhos da
Internacionalizagdo e o Futuro do Direito". As discussoes realizadas durante o encontro, tanto
nas diversas abordagens juridicas Grupos de Trabalho (GTs), foram de grande relevancia,
considerando a atualidade e importancia do tema.

Nesta publicagdo, os trabalhos apresentados como artigos no Grupo de Trabalho "Direito,
Governanca e Novas Tecnologias I1", no dia 26 de novembro de 2025, passaram por um
processo de dupla avaliaco cega realizada por doutores. A obra reline os resultados de
pesquisas desenvolvidas em diferentes Programas de Pos-Graduagdo em Direito, abordando
uma parte significativa dos estudos produzidos no ambito central do Grupo de Trabal ho.

As temadticas abordadas refletem intensas e numerosas discussdes que ocorrem em todo o
Brasil. Elas destacam o aspecto humano da Inteligéncia Artificial, os desafios para a
democracia e a aplicacéo do Direito no ciberespaco, bem como reflexdes atuais e importantes
sobre a regulacéo das plataformas digitais e as repercussdoes das novas tecnologias em
diversas &reas da vida social.

Esperamos que, por meio da leitura dos textos, o leitor possa participar dessas discussoes e
obter um entendimento mais amplo sobre o0 assunto. Agradecemos a todos os pesquisadores,
colaboradores e pessoas envolvidas nos debates e na organizagdo do evento, cujas
contribuicdes inestimaveis foram fundamentais, e desgjamos uma leitura proveitosal

Profa. Dra. Jéssica Fachin — Universidade de Brasilia/DF

Prof. Dr. Giovani Agostini Saavedra— Universidade Presbiteriana Mackenzie/SP



O IMPACTO DA INTELIQENCIA ARTIFICIAL NO SISTEMA DE JUSTICAEA
PROTECAO DOSDIREITOSFUNDAMENTAIS

THE IMPACT OF ARTIFICIAL INTELLIGENCE ON THE JUSTICE SYSTEM
AND THE PROTECTION OF FUNDAMENTAL RIGHTS

Alvaro Luiz Poglia 1
Claudia L oeff Poglia 2
MarcosLeteGarcia3

Resumo

O presente artigo analisa o impacto da aplicacdo de mecanismos de inteligéncia artificial nos
sistemas de justica, através dos processos €l etronicos e a controversa automagao das decisdes
judicias apoiadas por essas ferramentas, sob os fundamentos da promoc¢do de bem-estar dos
jurisdicionados e visando a uma prestacao equitativa da jurisdicéo, bem como na perspectiva
de imprimir celeridade processual e conquistar metas e objetivos quantitativos de
julgamentos realizados e solucfes judiciais a cangadas a sociedade. | nicialmente, aborda-se o
nascimento da inteligéncia artificial e seu desenvolvimento ao longo da histéria. Na
sequéncia, verifica-se a relagdo entre a inteligéncia artificial e o direito, analisando-se a
justica preditiva, uma combinagdo entre direito e inteligéncia artificial, seus vieses e
problemas advindos dessa relacdo em véarios paises. A seguir, analisa-se as iniciativas das
aplicacbes de A no sistema de justica brasileiro. Por fim, propde o constitucionalismo
supranacional como balizador da aplicagdo de |A no sistema de justica, em consonancia com
0 Pacto Global Digital da ONU, sugerindo-se elementos normativos que preservem padroes
minimos de uniformidade, tanto na constru¢do como na aplicagcdo das ferramentas de
inteligéncia artificial nos tribunais, de modo a evitar a fragmentac&o legislativa dos Estados-
nacOes, e proteger de forma eficiente os direitos fundamentais. A pesquisa esté alinhada ao
ODS n.° 16. A metodologia empregada é a indutiva e utiliza a pesquisa tedrica dos institutos,
por meio de doutrina pertinente ao assunto, com implemento das técnicas do referente, da
categoria, dos conceitos operacionais e da pesquisa bibliogréfica.

Palavras-chave: Constitucionalismo supranacional, Direitos fundamentais, Inteligéncia
artificial, Regulacdo, Sistemade justica

Abstract/Resumen/Résumé
This article analyzes the impact of the application of artificial intelligence mechanisms in
justice systems, through electronic processes and the controversial automation of judicial

1 Doutor em Ciéncias Juridicas-UNIVALI. Professor de Direito Penal da Escola de Direito daATITUS
Educacdo

2 Mestre em Direito-UPF

3 Doutor em Direito. Professor do Programa de Pos-Graduagdo em Ciéncias Juridicas UNIVALI
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decisions supported by these tools, on the basis of promoting the well-being of those under
jurisdiction and aiming at an equitable provision of jurisdiction, as well as from the
perspective of ensuring procedural speed and achieving quantitative goals and objectives for
trials carried out and judicial solutions achieved for society. Initialy, the birth of artificial
intelligence and its development throughout history are discussed. Next, the relationship
between artificial intelligence and law is verified, analyzing predictive justice, a combination
between law and artificial intelligence, its biases and problems arising from this relationship
in several countries. Next, we analyze the initiatives of Al applications in the Brazilian
justice system. Finally, it proposes supranational constitutionalism as a guide for the
application of Al in the justice system, in line with the UN Global Digital Compact,
suggesting normative elements that preserve minimum standards of uniformity, both in the
construction and application of artificial intelligence tools in courts, in order to avoid
legidlative fragmentation of nation-states, and efficiently protect fundamental rights. The
research is aligned with SDG No. 16. The methodology used is inductive and uses the
theoretical research of the ingtitutes, through doctrine relevant to the subject, with the
implementation of referent, category, operational concepts and bibliographic research
techniques.

K eywor ds/Palabr as-claves/M ots-clés. Supranational constitutionalism, Fundamental rights,
Artificia intelligence, Regulation, Justice system
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1.Introdugéo

A transformacdo digital e o avanco das tecnologias da informacdo e
comunicacdo alteraram significativamente o0s matizes das relacbes sociais e
consequentemente das relagcfes juridicas. O desenvolvimento superlativo desssas novas
tecnologias trouxe consigo o protagonismo dos mecanismos de inteligéncia artificial que
comecaram a ser utilizados massivamente em todos os setores da sociedade.

Desde a criacdo da inteligéncia artificial, assim nominadas por Alan Turing,
John McCarthy e outros cientistas, até os novos modelos de inteligéncia artificial
generativa e redes neurais, essas ferramentas se tornaram elementos indispenséveis da
vida em sociedade.

Contudo, esse dinamismo na utilizacdo da inteligéncia artificial ndo ocorre sem
questionamentos. Com efeito, a0 mesmo tempo em que a inteligéncia artificial estabelece
novas possibilidades de prestacdo equitativa da jurisdicdo e atua na perspectiva de
imprimir celeridade processual, também opera os riscos de discriminacdo algoritmica e
fragilizacdo dos direitos fundamentais, ante a opacidade dos seus algoritmos.

A utilizacdo de mecanismos de inteligéncia artificial no sistema de justica é
inexoravel ante a necessidade de imprimir celeridade ao deslinde dos processos judiciais
que se acumulam, muitas vezes por anos, até receber a prestacdo jurisdicional. Contudo, a
aplicabilidade da inteligéncia artificial na producdo das decisdes jurisdicionais,
embaladas pelas promessas de eficiéncia e celeridade ndo pode obliterar a protecdo dos
direitos fundamentais e conslolidar uma justi¢a desumanizada.

Nesse panorama, 0 presente artigo examina a relacdo entre a inteligéncia
artificial e direito, constatando a necessidade de se estabelecer elementos normativos,
bem como as recomenda¢fes da ONU para a governanca da inteligéncia artificial, onde
as aplicagbes em inteligéncia artificial no d&mbito do sistema de justica obedegcam a
critérios uniformes e padrfes internacionais, com a finalidade de proteger a
universalidade dos direitos fundamentais. O pressuposto normativo juridico desses
padrdes se baseia em parametros de um constitucionalismo supranacional, tendo como
paradigma politico nédo so as Cartas de Direitos Humanos, como a Constitui¢do da Terra.

A pesquisa esta alinhada ao ODS n.° 16. A metodologia empregada € a indutiva
e utiliza a pesquisa tedrica dos institutos, por meio de doutrina pertinente ao assunto, com
implemento das técnicas do referente, categoria, conceitos operacionais e da pesquisa

bibliogréfica.
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2. O nascimento da inteligéncia artificial e sua aplicacdo no sistema de justica

A inteligéncia artificial tem sua origem, ainda como método sistémico,
concebida por Alan Turing, que, durante a Segunda Guerra Mundial, gerou um sistema
de decodificacdo de mensagens e conseguiu quebrar o “Enigma”, famoso codigo que os
nazistas utilizavam para se comunicar com seus submarinos. Em seguida, publicou o
artigo “Computing Machinery and Intelligence” (“Maquinas Computacionais e
Inteligéncia”, em traducdo livre), no qual propds o famoso Teste de Turing (Turing,
1950, p. 433-460). Esse feito ganhou as telas em 2014, no premiado filme O Jogo da
Imitacéo (2014).

O cientista inglés, her6i da Segunda Guerra Mundial, elaborou um método de
investigacdo sobre a possibilidade de as maquinas apresentarem comportamento
inteligente. Para isso, ele considerou inteligente a maquina que conseguisse apresentar
as seguintes capacidades: representacdo de conhecimento para armazenar o que sabe ou
escuta; raciocinio automatizado para processar informacOes, extrair conclusdes e
detectar padrdes; e aprendizado de maquina para autoadaptacdo a novas injuncoes
(Russel; Norvig, 2010, p. 2).

Posteriormente, a histéria da 1A passou por diversos periodos, desde a fase
gestacional (1943-1955), o nascimento (1956), atribuido a John McCarthy (1959),
que, verdadeiramente, mencionou o termo inteligéncia artificial, durante uma
conferéncia na Universidade de Dartmouth, nos EUA, ao descrevé-la como a ciéncia de
desenvolver maquinas com inteligéncia similar a de um humano. Na sequéncia, Marvin
Minsky, Claude Shannon e Nathaniel Rochester, inauguraram o periodo dos sistemas
baseados em conhecimento até pelo menos o final da década de 1970, quando entdo
surgiu o periodo industrial da 1A, de 1980 aos dias atuais (Peixoto; Silva, 2019, p. 24).

Contudo, a Inteligéncia Artificial ndo é nem inteligente nem artificial, uma vez
que a inteligéncia propriamente dita é uma propriedade de organismos e depende de um
processamento analdgico, ndo digital, ja& que, entre zero e um, o cérebro preenche
totalmente os espagos existentes. E tampouco é artificial, uma vez que é elaborada pela
mente humana (Nicolelis, 2020, p. 40).

E preciso haver uma compreensdo clara de que a inteligéncia artificial ndo é
realmente artificial nem inteligente, ja que provém das partes mais materiais da crosta
terrestre, do trabalho humano e dos artefatos que séo produzidos, ditos e fotografados

todos os dias. Além disso, os sistemas de inteligéncia artificial estdo remodelando o
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mundo em dire¢cdo a uma governanga antidemocratica e ao aumento da desigualdade
(Crawford; Paglen, 2019).

Nesse sentido, a inteligéncia artificial deve ser considerada um oximoro. Ou
seja, tudo o que é verdadeiramente inteligente nunca € artificial, e tudo o que ¢é artificial
nunca é inteligente (Prado, 2022, p. 382). Na verdade, as operagdes que utilizam
Inteligéncia Artificial consistem na aplicacdo de métodos estatisticos, como a estatistica
multivariada e redes neurais artificiais, que fazem a mineracdo de dados em grandes
bancos de dados para extrair correlacdes, projecdes e estimativas de futuro, como se o
futuro fosse reproduzir o passado.

Nicolelis (2020, p. 125-126) relata que o robd jamais se tornard inteligente,
mas o homem pode ser robotizado, em um processo chamado “robotizacdo da mente”,
onde o ser humano perde o raciocinio critico, ou seja, a capacidade de analisar uma
informacdo criticamente. Além disso, a inteligéncia artificial apresenta problemas néo
computaveis, como os atributos da mente humana, tais como intui¢do, solidariedade e
empatia, que ndo sdo reduziveis a um algoritmo digital, pois ndo se pode programar a

beleza, o aroma e todos os atributos essencialmente humanos.

Segundo Shabbir e Anwer, a IA se refere a capacidade de reproducdo artificial da
capacidade de adquirir e aplicar diferentes habilidades e conhecimentos para
solucionar dado problema, resolvendo-o, raciocinando e aprendendo com as
situacfes. Ha suporte para o éxito dessa reproducdo, pois a inteligéncia envolve a
aplicacdo de funcBes cognitivas, tais como linguagem, atencdo, planejamento,
memoria e percepgdo. Todas essas fungdes sdo executdveis artificialmente

(Jahanzaib; Anwer, 2015).

A utilizacdo de ferramentas de inteligéncia artificial no direito decorre da
ampliacdo cada vez maior do universo digital e da virtualizacdo das relacGes sociais,
onde os algoritmos ja regulam uma parcela expressiva da realidade fisica. 1sso poderia
ndo ser um problema, desde que a cultura juridica que fundamenta a realidade fisica
fosse, no minimo, idéntica aquela designada para reger a realidade digital (Callejon,
2020, p. 30).

Na esfera judicial, ndo ¢ diferente, com a explosédo disruptiva na utilizacdo de
mecanismos de inteligéncia artificial nos processos judiciais, ora utilizada na gestdo e
organizacdo judiciaria, ora no auxilio aos juizes nos atos de jurisdicdo. Embora
inexoravel a chegada da primavera algoritmica na seara judicial, 0os questionamentos
surgem a partir da reflexdo de como adaptar os algoritmos e a decisdo judicial a

protecdo dos direitos fundamentais em sua universalidade.
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3. A relagéo entre Inteligéncia Artificial e Direito

Sdo trés os campos da inteligéncia artificial que despertaram interesse na area do
Direito. O primeiro, muito adequado a operacdo juridica, utiliza os precedentes no
raciocinio juridico; o segundo envolve a reproducdo artificial da forma como o humano
com habilidades especificas resolve problemas; e o terceiro concentra-se no trabalho com
redes neurais (Peixoto; Silva, 2019, p. 28).

E necessario frisar que também sdo trés as dimensdes técnicas da IA: presenca de
dados, capacidade de processamento e desenvolvimento de software, j& que a fracdo do
hardware, seu substrato, ndo é essencial para ser considerada inteligéncia artificial nem
mesmo robd, restando clara a dependéncia da IA com dados, os quais, conforme o volume,
podem acelerar seu desempenho (Chiarello; Garcia, p. 11, 2021).

Diante da incidéncia multidisciplinar da inteligéncia artificial, verifica-se a
necessidade de debater o aspecto ético de sua aplicabilidade no direito. Contudo, ainda ndo
h& uma definicdo clara do que poderia compor uma ética em inteligéncia artificial, a ndo ser
reflexdes teoricas e filosoficas — tendo como referéncia os conceitos-chave de Vakkuri e
Abrahamsson — uma vez que, no plano concreto, os impactos éticos se tornam menos
prioritarios (Peixoto; Silva, 2019, p. 35).

Recentemente, a Universidade de Harvard compilou as principais diretrizes
publicadas em periddicos de setores publico, privado e terceiro setor, que referenciam a
aplicacdo da inteligéncia artificial no direito. Essas diretrizes se dividem em oito temas
principais: Privacidade; Responsabilidade; Seguranca e Protecdo; Transparéncia e
Explicabilidade; Justica e N&o Discriminacdo; Controle Humano da Tecnologia;
Responsabilidade Profissional; e Promocéo dos Valores Humanos (Fjeld; Achten; Hilligoss;
Nagy; Srikumar, 2020). Esses principios podem ser desdobrados em categorias e valores,
orientando governos e organizacOes na elaboracéo legislativa e na aplicacdo das ferramentas
de inteligéncia artificial.

O impacto da tecnologia da inteligéncia artificial no direito pode se refletir tanto na
seguranca juridica das decisdes adotadas por meio da tecnologia quanto na transformacao
da pratica juridica. Especialmente no direito publico, ja se discute a intervencdo da Cyborg
Justice, que seria a fusdo do homem com a maquina na tomada de decisbes juridicas
(Chiarello; Garcia, 2021, p. 16). A primeira grande ruptura ocorreria no contexto cultural da

Constituicdo, ao ser reconfigurada por novos fundamentos de legitimagéo, os quais refletem
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os fatores tecnol6gicos impostos pelo poder global (Callején, 2020, p. 86).

O maior empecilho & utilizagdo da inteligéncia artificial e de seus algoritmos no
direito, embora inexoravel, € a potencialidade de fulminar o sistema constitucional de
protecdo aos direitos fundamentais, considerando sua possivel incidéncia carregada de
vieses, especialmente em relacdo aos principios constitucionais orientados a promover a
igualdade e a proteger os grupos mais vulneraveis da sociedade (Callején, 2023, p. 25), além
de carregar caracteristicas de opacidade e falta de compromisso com a integridade.

A combinacdo entre direito e inteligéncia artificial também é conhecida como
justica preditiva, originaria dos paises anglo-saxdes e decorrente da abertura de bases de
jurisprudéncia em codigo aberto. A justica preditiva pode ser definida como um método de
antecipacdo de decisdes futuras, baseado, total ou parcialmente, na analise de decisdes
jurisprudenciais passadas, que serve como indicador de seu valor cientifico, possibilitando a
elaboracdo de estatisticas e afericdo de probabilidades para solugdes de problemas juridicos
especificos (Sanctis, 2020, p. 120).

Porém, ndo se pode falar em justica preditiva sem considerar a figura do juiz rob6
analisando processos e emitindo veredictos de acordo com o treinamento aplicado ao seu
algoritmo, provavelmente baseado em um banco de dados repleto de vieses, o que levanta
questbes éticas de alta complexidade. Enquanto, nos Estados Unidos, ha Estados que
utilizam software para andlise de reincidéncia em julgamentos penais, na Estonia,
experimenta-se a utilizacdo de juizes robds para julgar demandas civeis de até sete mil
euros (Sanctis, 2020, p. 122).

Outro aspecto preocupante, potencializado pelo uso de inteligéncia artificial, reside
na chamada discriminagdo algoritmica, que fere o principio da igualdade. Este principio
deve ser entendido como um valor ndo apenas em seu sentido formal, mas também material,
ou seja, como tratamento desigual aos desiguais, na medida de suas desigualdades.

Contudo, os desenvolvedores e programadores dos algoritmos, em vez de
estimularem valores humanos no design das tecnologias, muitas vezes acabam
discriminando pessoas ou determinados grupos sociais por meio da incorporagao de vieses e
preconceitos. O design dos sistemas de decisdo algoritmica, que realizam discriminacfes a
partir de seus inputs, precisa incorporar, desde o inicio (“by design”) e como padrao (“by
default”), os valores humanos nao como efetivamente se apresentam atualmente, mas como
devem ser (Lima; Peroli, 2022, p. 188).

E muito conhecido o caso Sara Wysocki contra Washington, DC, que envolveu a

ferramenta Impact, registrado por Cathy O’Neil em suas reflexdes sobre as Armas de

31



Destruigdo Matematica (ADMs). Para O’Neil (2020, p. 10), “Os privilegiados, veremos vez
apos outra, sdo processados mais pelas pessoas; as massas, pelas maquinas”. Da mesma
forma, é emblematico o exemplo da hipersexualizacdo de meninas e mulheres negras nos
resultados de busca realizados no Google. Ao buscar por “black girls” na plataforma, os
resultados eram de cunho pornografico, reproduzindo conteldos machistas e sexistas
(Noble, 2021, p. 43).

Outro exemplo claro de discriminacdo racial operacionalizada pelo uso de IA é
encontrado no programa COMPAS (Propublica, 2016), um sistema de algoritmos utilizado
em Wisconsin (EUA) para determinar o grau de periculosidade de criminosos e a
consequente aplicacdo de penas. O caso de Wisconsin vs. Loomis (EUA, 2016) é
emblematico, pois destaca como a falta de transparéncia nos modelos de inteligéncia
artificial pode comprometer o julgamento.

A sentenca condenatdria de Eric Loomis foi motivada, entre outras circunstancias,
pela anélise da ferramenta de avaliacdo de risco de reincidéncia COMPAS, que indicou o
réu como de alto risco para cometer um novo crime. Loomis recorreu da sentenca
exatamente pela auséncia de transparéncia nos critérios utilizados pela ferramenta
algoritmica; no entanto, o recurso ao tribunal ndo reformou a sentenca, levando em
consideracéo outras evidéncias do caso (EUA, 2016).

Como se pode perceber, as ferramentas de inteligéncia artificial apresentam sérias
limitacBes em sua aplicacdo na justica criminal, uma vez que o chamado viés algoritmico
pode influenciar grande parte das decisdes.

Nesse sentido, como seria 0 uso de um algoritmo de 1A em um banco de dados
oriundo do sistema carcerario brasileiro? E se utilizado em um policiamento preditivo com
reconhecimento facial a partir desses dados? A analise enviesada provavelmente levaria a
conclusdo de que negros e pobres sdo mais perigosos, dado o perfil predominante da
populacdo carcerdria brasileira. Isso representaria um retorno a légica de Cesare Lombroso,
agora em uma versdo digital.

Na Franca, a justica preditiva impulsionou o desenvolvimento de startups como a
Legaltech, que utiliza jurisprudéncia quantificada. O governo francés possui ainda o projeto
Republica Digital, que introduziu o artigo L.111-13 no Codigo de Organizacdo Judicial,
estabelecendo a obrigacdo dos tribunais de tornar a jurisprudéncia acessivel. Um risco

associado a essa préatica € o vazamento do score jurisprudencial de determinado magistrado

! Cesare Lombroso (1835-1909), médico e soci6logo italiano que, no final do século XIX, desenvolveu a teoria
do criminoso nato.
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(Sanctis, 2020, p. 124).

Paralelamente, a Unido Europeia publicou recentemente a Carta Europeia de Etica
sobre 0 Uso da Inteligéncia Artificial em Sistemas Judiciais e seu ambiente, elaborada pela
Comissdo Europeia para a Eficiéncia da Justica (CEPEJ), no Conselho da Europa. O
documento prevé cinco principios-chave a serem seguidos por cada sistema de inteligéncia
artificial: respeito aos direitos fundamentais; ndo discriminacdo; qualidade e seguranca;
transparéncia, imparcialidade e equidade; e controle total pelo usuario (Sanctis, 2020, p.
125).

Os imperativos éticos propostos pela Unido Europeia, em resumo, exigem que i) seja
construida forma transparente com respeito a legislacdo de direitos humanos; ii) seja
possivel auditar e iii) seja possivel, inclusive, interferir, se necessario. Ele pretende
que a “caixa-preta” da inteligéncia artificial seja aberta e desmistificada para que nao
vista mais com complexidade assustadora, mas sim como mais um item rotineiro de
apoio as pessoas em suas atividades comuns. Ao mesmo tempo, 0 pre¢o a ser pago é
o de que o humano nio consegue acompanhar a velocidade do processamento “black
box”, motivo pelo qual o dilema se instala entre autorizar e admitir decisdes que ndo
se consegue monitorar, passo a passo, as inferéncias ou, ao negar, restringir o
potencial dos agentes inteligentes (Chiarelo; Garcia; Rosa, 2023, p. 550).

Recentemente, os linguistas Noam Chomsky e lan Roberts, juntamente com Jeffrey
Watumull (2023), diretor de uma empresa de inteligéncia artificial, publicaram um artigo no
jornal The New York Times criticando a falsa promessa do ChatGPT, uma popular
ferramenta de inteligéncia artificial generativa desenvolvida pela OpenAl. No artigo, eles
expressaram preocupacdo com a evolucdo dessa tecnologia, na qual algoritmos e chatbots
simulam a comunicacdo humana, contribuindo para a apatia analitica e criativa, além de
consolidarem uma concepcao equivocada de linguagem e conhecimento.

Eles também afirmaram que tal ferramenta € o oposto da inteligéncia, sendo
apenas simuladores poderosos que carecem de aprendizado e reflexdo genuinos (Chomsky;
Robert; Watumull, 2023).

Chomsky, Robert e Watumull (2023), no entanto, ressaltam que nédo é possivel deter
esses sistemas e que a Unica maneira de controlar essa evolugdo tecnologica € educar as
pessoas para a autodefesa. Como se observa, ndo se trata apenas de novas estruturas, mas de
novos paradigmas e padrdes culturais que estdo transformando a forma de pensar e os valores
da sociedade contemporanea.

Com o advento dessa nova realidade digital, um dos maiores desafios é
compatibilizar os principios constitucionais com a construgéo algoritmica, registrando sempre
que os algoritmos ndo sdao produtos do acaso; eles ndo sdo desenhados isoladamente, mesmo

no contexto do machine learning e do deep learning. Isso amplia a incompatibilidade entre os
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principios constitucionais e os algoritmos, que ndao podem ser considerados apenas uma
questdo técnica, mas uma construcao ideoldgica a servico dos agentes globais de tecnologia e
do capital (Callejon, 2023, p. 27), que oferecem seus produtos aos entes publicos
jurisdicionais com a promessa de acelerar resultados e resolver os gargalos do processo
digital.

Visivelmente, a protecdo eficiente dos direitos fundamentais depende de uma
progressiva expansao supranacional do paradigma constitucional, de modo a contemplar
também o ciberespaco e as relagdes sociais digitais, que devem ser incluidas na tutela
constitucional. Isso requer um sistema normativo que estabelega cogéncia uniforme, sem

distin¢do das fronteiras dos Estados-nagoes.

4. As iniciativas das aplicacdes de 1A no sistema de justica brasileiro

No Brasil, ja& em 2018, sob a justificativa de utilizacdo da 1A pra garantir o direito
fundamental a razoavel duracdo do processo, o Supremo Tribunal Federal (STF) e a
Universidade de Brasilia (UnB), alicercados no Termo de Execucdo Descentralizada n.°
01/2018 (TED 01/2018), lancaram o Projeto Victor?. A ferramenta visa a auxiliar o STF na

analise dos recursos extraordinarios por meio da execugdo de quatro atividades:

conversdo de imagens em textos no processo digital ou eletrdnico; separagdo do
comeco e do fim de um documento (peca processual, decisdo, etc); separacdo
e classificagdo das pegas processuais mais utilizadas nas atividades do STF e; a
identificacdo dos temas de repercussao geral de maior incidéncia (Brasil, 2021).

Em 2022, seguindo a tendéncia de integracdo da inteligéncia artificial no sistema
judicial, o STF langou a ferramenta RAFA 2030 (Redes Artificiais Focadas na Agenda 2030).
O objetivo da IA era classificar os casos na Suprema Corte de acordo com os Objetivos de
Desenvolvimento Sustentavel (ODS) da Agenda 2030 da Organizacdo das Nacbes Unidas
(ONU) (Brasil, 2023).

Por meio de redes neurais com comparacdo semantica, a RAFA 2030 auxilia
magistrados e servidores na identificacdo dos ODS em textos de acordaos ou de
peticBes iniciais em processos do STF. A iniciativa integra o projeto estratégico da
Agenda 2030 e esta alinhada com o eixo tecnolégico da gestdo do ministro Luiz Fux
de transformar o Supremo em uma Corte Constitucional Digital, o que expande o
acesso a justica e otimiza a transparéncia dos trabalhos do Tribunal (Brasil, 2022).

2 0 nome do projeto é uma homenagem ao Ministro Victor Nunes Leal, que atuou na Suprema Corte de 1960 a
1969 e foi o principal responsavel pela sistematizagao da jurisprudéncia do STF em sumula.
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Ja no ano de 2023, a entdo presidente do STF, Ministra Rosa Weber, assinou a
Resolugdo n. 800/2023, que autorizou o uso da ferramenta VitérlA. A tecnologia permite que
0 robd agrupe os processos por semelhanca textual e identifique novos termos de repercussao
geral (Brasil, 2023).

No ano de 2024, entrou em operacdo na Suprema Corte a IA generativa Maria
(Médulo de Apoio para Redacdo com Inteligéncia Artificial), com o objetivo inicial de atuar
na geracdo automatica de minutas de ementas, resumir relatérios de ministros em Recursos
Extraordinarios (REs) e em Recursos Extraordindrios com Agravo (AREs) e fazer uma
andlise das peti¢des iniciais (Brasil, 2024).

Em setembro de 2025, o STF ampliou as funcionalidades da IA Maria, a fim de que a
ferramenta auxilie, também, na revisdo gramatical e textual, bem como na consulta de
precedentes (Brasil, 2025).

Para além de uma tendéncia, percebe-se que ja faz parte da politica institucional dos

tribunais a continua incorporagdo de novas tecnologias.

Levantamento anual do Conselho Nacional de Justica (CNJ) aponta expressivo
aumento do numero de projetos de Inteligéncia Artificial (1A) no Poder Judiciério
em 2023. A pesquisa foi apresentada nesta terga-feira (28/5) pelo presidente do CNJ,
ministro Luis Roberto Barroso, na 22 Sessdo Extraordinaria de 2024 do CNJ. O
estudo envolveu 94 6rgdos do Poder Judiciario e identificou 140 projetos de IA
desenvolvidos ou em desenvolvimento nos tribunais e conselhos de Justica: um
crescimento de 26% com relagdo ao nimero de projetos na pesquisa de 2022. Os
dados sdo importantes para avaliar a resposta dos tribunais as crescentes demandas
de modernizacdo e eficiéncia do Poder Judiciario (CNJ, 2024).

Diante da impossibilidade de refrear a insercdo da revolucao tecnoldgica no ambito
da justica brasileira, a solucdo é desenvolver estruturas e procedimentos que assegurem um
controle efetivo da IA, fundamentado na protecdo da pessoa como principio e finalidade de
todo o sistema (Canotilho, 2019, p. 29).

Nesta senda, a Resolucdo 332/2020 do CNJ, recentemente atualizada, € um marco na
iniciativa de regular o uso da inteligéncia artificial, pois dispGe sobre ética, transparéncia e a
governanca na producéo e no uso da Inteligéncia Artificial no Poder Judiciario (CNJ, 2020).

Um dos desafios relacionados ao processo decisorio mediado por algoritmos
baseados em machine learning € a falta de transparéncia quanto ao funcionamento desses
sistemas. Trata-se da chamada opacidade algoritmica, que dificulta a compreensdo das
motivagdes e dos critérios usados pelos algoritmos para chegarem as decisGes que produzem.

Como destaca Burrell, a opacidade dos learners é consequéncia da alta
dimensionalidade de dados, da complexidade de codigo e da variabilidade da ldgica
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de tomada de decisfes. Por empregarem centenas ou milhares de regras, por suas
predicbes estarem combinadas probabilisticamente de formas complexas, pela
velocidade no processamento das informacgdes, e pela multiplicidade de variaveis
operacionais, parece estar além das capacidades humanas apreender boa parte —
sendo todas — as estruturas decisdrias que empreguem a técnica de Machine learning
(Ferrari; Becker, 2020, p. 289).

A problematica da transparéncia algoritmica é abordada no art. 8° da Resolugédo
332/2020-CNJ, que fixa, de forma objetiva, os pardmetros para a transparéncia e o tratamento
dos dados, de acordo com o grau de sensibilidade, além de prever a necessidade permanente

de auditabilidade dos algoritmos e dos modelos de IA.

Os algoritmos s6 poderdo servir a democracia se forem transparentes e governaveis.
Invisiveis, ocultos ou obscuros ndo poderdo ser socialmente auditados, portanto nao
poderdo ser democraticamente controlados.” (Silveira, 2019, p. 83).

Importante destacar que, apesar de o CNJ ter regulado o uso da IA no Poder
Judiciario apenas em 2020, no Brasil, o art. 93, inc. I1X, da CF/1988 ja previa, de forma
expressa, a obrigacdo de que todos os julgamentos do Poder Judiciario devem ser publicos e
as decisdes fundamentadas (Brasil, 1988).

Portanto, diante da dificuldade em apurar o grau de transparéncia do caminho
percorrido pelo algoritmo para chegar a uma deciséo, permanece ao magistrado, inclusive por
forca constitucional, a incumbéncia de auditar as solugdes adotadas pela IA em cada caso
concreto, a fim de que as decisdes judiciais ndo violem os comandos constitucionais ou legais.

O Conselho Nacional do Ministério Pablico (CNMP), com o objetivo de acompanhar
0s avangos tecnologicos e adotar estratégias e solucdes digitais, estabeleceu a Estratégia
Nacional do Ministério Publico Digital (MP Digital), por meio da Resolucdo n° 257, de 14 de
marco de 2023.

O MP Digital integra a estrutura da Comissao de Planejamento Estratégico (CNMP,
2023) e tem como finalidade estabelecer diretrizes para 0 CNMP promover a inovacao digital.
Todavia, a Resolugdo n° 257, de 14 de marco de 2023 ndo aborda, de modo especifico, 0 uso
da Inteligéncia Artificial Generativa no Ministério Publico brasileiro.

Em novembro de 2023, os Conselheiros da Comissdo de Planejamento Estratégico
do CNMP apresentaram a Proposta de Recomendagédo n°® 1.00997/2023-00, que ainda esta em
fase de debates, com o objetivo de estabelecer diretrizes para o desenvolvimento,
implementacédo e uso seguro e responsavel de ferramentas de inteligéncia artificial generativa
no ambito do Ministério Publico brasileiro (CNMP, 2023) e busca conciliar a inovagdo
tecnolégica com a protecdo da privacidade, seguranca e autodeterminacdo informativa
(CNMP, 2023).
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Essa recomendagdo do CNMP inclui diretrizes que visam preservar a centralidade da
pessoa humana, o respeito aos direitos humanos e aos valores democraticos, a igualdade e a
ndo discriminacdo, além da supervisdo humana em todas as fases de desenvolvimento e
aplicacdo da ferramenta. Ela também prevé o isolamento dos dados compartilhados para o uso
de informag0es produzidas ou custodiadas pela instituigéo.

Logo, € essencial criar condi¢bes para que os sistemas de inteligéncia artificial no
ambito judiciario possam se adequar aos direitos fundamentais, evitando que suas violacdes
ocorram no vasto ambiente digital. Urge propor solucgdes para mitigar essas rupturas e facilitar
uma resposta constitucional que possibilite a constitucionalizacdo do algoritmo (Callejon,
2023, p. 12), observando-se o universalismo dos direitos fundamentais que exigem o minimo de
uniformidade no desenvolvimento e aplicagdo dos instrumentos da inteligéncia artificial pelos
tribunais.

Nesse sentido, somente a formulacdo de balizas minimas de carater global podem
estabelecer anteparos eficazes para obstar a utilizagdo de programas de inteligéncia artificial na
seara judicial que tenham centralidade na protecdo dos direitos fundamentais e, a0 mesmo
tempo, que possuam uniformidade sisttmica em parametros éticos de integridade e

transparéncia.

5. O constitucionalismo supranacional como balizador da aplicacdo de 1A no sistema de
justica

Recentemente, a ONU lancou o Pacto Global Digital (UN-GDC — United Nations-
Global Digital Compact, 2024) e seu Orgdo Consultivo de Alto Nivel sobre a inteligéncia
artificial apresentou relatorio fina sobre “Governanca da Inteligéncia Artificial para a
Humanidade”, onde aponta um déficit de regulagdes, normas e instituigdes globais capazes de
gerir 0 uso da IA, colocando em risco o aproveitamento de seus beneficios para o bem da
humanidade.

O relatorio defende uma abordagem globalmente interligada, agil e flexivel para
governar a A, argumentando que a prdpria natureza da tecnologia é transfronteirica em
estrutura e aplicacéo e, portanto, requer uma abordagem global (ONU, 2024).

Os processos constitucionais do século passado conseguiam oferecer respostas
adequadas; no entanto, a globalizacdo econdmica diluiu uma boa parte do poder estatal,

modificando o paradigma do poder para fora do Estado. Isso resultou na fragilizacdo dos
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direitos fundamentais, que, embora protegidos constitucionalmente, ficaram vulnerveis a
ImposicOes ou agressdes externas (Sousa, 2022, p. 79).

Por outro lado, deve-se considerar que ndo € o Constitucionalismo que esta em crise,
mas sim a noc¢do isolada de Estado Constitucional Moderno. Este ainda demonstra a
incapacidade de cumprir suas fungdes protetivas, as quais originalmente lhe foram atribuidas
antes da era da globalizagéo (Pernice, 2018, p. 88).

O Estado Constitucional Moderno é género, do qual Estado Liberal, Estado Social,
Estado de Bem Estar, Estado Contemporaneo e todas as outras denominacdes dadas
as variagcGes de seu ambito de atuacdo sdo espécies. Ou seja, ha uma s6 matriz
politico-juridica, com varios modelos que foram surgindo a partir de decisfes — ou
necessidades — ideoldgicas (Cruz, 2013, p. 87-116).

Ocorre que, com a globalizacdo econdmica aliada a expansdo das tecnologias de
comunicacdo e informacéo, especialmente aquelas das plataformas digitais, toda a estrutura de
defesa dos direitos fundamentais, incluindo as mais consolidadas no continente europeu e
aquelas ainda em formacao nos Estados periféricos, entrou em crise por vérias razoes.

Entre essas razdes estdo a perda do poder politico e do controle sobre seus destinos, a
derrocada do Estado de bem-estar social e a erosdo da democracia. Por isso, alerta Ferrajoli

em sua vanguardista proposta:

Ou se vai em frente no processo constituinte, inicialmente europeu e posteriormente
global, por meio da construcdo de fungdes e instituicdes de garantia idoneas para a
defesa da paz, do meio ambiente e dos direitos vitais de todos, ou se regride de
maneira brutal e radical, até colocar em perigo repito a sobrevivéncia da humanidade
(Ferrajoli, 2023, p. 93).

A normatividade constitucional, por sua vez, é estritamente nacional e precisa se
pronunciar sobre problemas globais. Assim, tanto a normatividade quanto o Estado restaram
abatidos e aprisionados pelas amarras de suas fronteiras, tendo que assumir o papel de
garantidores internos diante das distopias originadas do exterior, com efeitos devastadores,
especialmente sobre os direitos fundamentais alicer¢ados na esfera publica interna.

Por tudo isso, impbe-se a ampliacdo do paradigma constitucional para aléem do
Estado-nacdo, uma vez que tal paradigma é apenas formal, ndo estabelecendo quais séo 0s
poderes que deve limitar e controlar, nem prescrevendo quais direitos e principios materiais

deve garantir (Ferrajoli, 2023, p. 92).

Falou-se que a expansdo do paradigma constitucional para além do Estado
representa o fortalecimento, por causa do seu nexo entre o pacifismo institucional e
a superacgdo da soberania externa dos Estados e entre a universalidade dos direitos
fundamentais e a sua indivisibilidade, enquanto direitos conferidos a todos os
terrestres independentemente de suas diversas cidadanias. Apenas uma Constitui¢do
da Terra pode superar aqueles fatores de divisdo, de conflito e discriminacdo do
género humano que sdo as diversas soberanias e as diversas cidadanias e, por isso,
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realizar os pressupostos da paz, da igualdade e da universalidade dos direitos
fundamentais (Ferrajoli, 2023, p. 91).

Os verdadeiros problemas desse panorama ndo sdo de carater tedrico ou técnico, mas
exclusivamente de natureza publica e, portanto, indisponivel. Isso obriga os poderes
dominantes — as superpoténcias militares, as grandes empresas multinacionais e os mercados
financeiros — a se submeterem ao direito e aos direitos (Ferrajoli, 2023, p. 92).

Nesse sentido, a transparéncia dos modelos algoritmicos elaborados para que a
ferramenta de inteligéncia artificial seja corretamente utilizada em processos judiciais deve
ser uma das premissas fundamentais para garantir a protecao dos direitos fundamentais nesses
ambientes digitais.

A opacidade dos sistemas algoritmicos pode levar a situacdes em que os individuos
s&0 negativamente impactados porque ‘o computador diz NAO', sem recurso a uma explicagio
significativa, uma correcdo do mecanismo, ou uma forma de apurar falhas que possam
provocar processos compensatorios.

O problema da opacidade dos algoritmos se agravou profundamente apds a
introducdo de técnicas de inteligéncia artificial, como o aprendizado de maquina (machine
learning) e o aprendizado profundo (deep learning). As preocupac@es éticas levantadas por
essas ferramentas estdo diretamente relacionadas a natureza obscura dessa tecnologia. Com as
mudancas de paradigma introduzidas pelo aprendizado de maquina, j& ndo ha explicacdes
sobre as regras que determinam sua tomada de deciséo e quais delas foram ativadas.

Veja-se que a Unica forma de verificar a possivel finalidade de um algoritmo, mesmo
em forma de sinopse, é por meio da leitura original da respectiva patente, uma vez que as
fabricantes e corporacGes informacionais, segundo Frank Pasquale, utilizam trés estratégias
para manter e elevar o grau de opacidade social: as técnicas de expansao do segredo “real”, o
sigilo juridico e a ofuscacdo. Esta ultima consiste em tentativas de dissimulacdo projetadas
para inviabilizar a compreensdo dos processos (Pasquale, 2015, p. 26)

Porém, como harmonizar os softwares de inteligéncia artificial e suas
caracteristicas de opacidade e normalmente inescrutaveis ndo s para 0s usuarios comuns,
mas, inclusive, para os governamentais? E como adequa-los nos tribunais brasileiros, onde os
julgamentos devem ser publicos e as decisfes devidamente fundamentadas, a teor do art. 93,
inc. 1X, da CF/1988 (Brasil, 1988).

Diante das ponderacfes elencadas, bem como das recomendacbes da ONU,
vislumbra-se a necessidade de se propor elementos normativos minimos para as aplicagdes

em inteligéncia artificial no &mbito do sistema de justica, que obedecam a critérios uniformes
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e padronizados internacionais, com a finalidade de proteger a universalidade dos direitos
fundamentais. O pressuposto normativo juridico desses padrdes pode se basear em um
constitucionalismo supranacional, tendo como paradigma politico ndo so6 as Cartas de Direitos
Humanos, bem como na Constituicdo da Terra (Ferrajoli, 2023).

A seguir, sdo sugeridos alguns elementos normativos que podem preservar 0s
padrGes minimos de uniformidade voltadas ao regramento na construcdo e aplicagdo das
ferramentas de inteligéncia artificial nos tribunais judiciais, em consonancia aos preceitos do
Orgéo Consultivo de Alto Nivel sobre a Inteligéncia Artificial da ONU:

- Proibicdo de decisfes automatizadas, baseadas unicamente em algoritmos, que
digam respeito a vida das pessoas e vedacao de aparatos de inteligéncia artificial que possam
violar os direitos fundamentais, conforme o art. 19 da Constituicdo da Terra (Ferrajoli, 2023,
p. 114).

- Responsabilidade técnica do autor, subscritor e utilizador da patente algoritmica;

- Transparéncia em algoritmos em relagdo ao seu processo decisorio e a tomada de
decisoes e proibicdo da opacidade dos algoritmos;

- Possibilidade de inspecdo e auditoria do codigo-fonte, para verificar o método
adotado pelo algoritmo no aprendizado de maquing;

- Adogdo dos principios esbocados pela FATML no documento “Principles for
Accountable Algorithms and a Social Impact Statement for Algorithms™® (Silveira, 2019, p.
85)

- Transparéncia da metodologia utilizada para direcionamento das decisdes;

- Adocdo das diretrizes formuladas por Thomas Wischmeyer (Hoffmann-Riem,
2022, p. 159), dentre as quais: Visualizagdo do efeito regulador de sistemas inteligentes; Nivel
de qualidade adequado para sistemas inteligentes; Proibicdo de discriminacdo por sistemas
inteligentes; Protecdo de dados e seguranca da informacdo no uso de sistemas inteligentes;
Uso adequado de sistemas inteligentes; Garantia da transparéncia no uso de sistemas
inteligentes; Clareza na adesdo e responsabilidade pelo uso de sistemas inteligentes;

Possibilidade de controle democrético e constitucional de sistemas inteligentes; Protecéo

® O texto recusa 0 argumento de que os Algoritmos de machine learning ou deep learning ndo podem ser
compreendidos e socialmente controlados. O objetivo do documento é indicar um caminho publicamente
responsavel para se projetar o0s sistemas algoritmicos, incorporando as ideias de accountability,
responsabilidade social e mitigacdo dos resultados sociais negativos ou danos potenciais em todo o processo,
da modelagem e programacao ao uso.
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contra o comprometimento sustentavel das condi¢cdes de vida das geragdes futuras por meio
de sistemas inteligentes; Sensibilidade a erros e abertura para revisdo de sistemas inteligentes.

- Adocdo de medidas para a governanca democratica dos algoritmos de relevancia
publica (Silveira, 2019, p. 89), tais como: Transparéncia do modelo e de seu cddigo-fonte;
Conhecimento aberto de seus parametros, finalidades e operagdes; Exposicdo de quais bancos
de dados e registros de dados sdo tratados em sua estrutura; Garantia de auditoria externa
permanente; Definicdo de mecanismos de correcdo de vieses injustos e com efeitos sociais
antidemocraticos; Determinacdo de prazos para correcdo de vieses, falhas e incorrecoes;

Nomeacdo dos responsaveis pela operacao algoritmica e suas consequéncias.

6. Consideracoes finais

Os sistemas algoritmicos, cada vez mais, fazem parte da tomada de decisbes que
impactam significativamente pessoas, organizacdes, governos e a sociedade como um todo.
Portanto, ¢ fundamental criar mecanismos de governanca e exigir dos desenvolvedores e
empresas de tecnologia a adogdo de providéncias para tornar transparentes os processos de
criagdo, design e vieses dos bancos de dados que porventura possam ser utilizados, em
especial no ambito do Poder Judiciario, onde se julgam fatos que podem modificar para
sempre a vida dos cidaddos.

E certo que os tribunais estdo sobrecarregados de processos, como também o acesso
a justica, somada a litigiosidade crescente da sociedade, sdo fatores que congestionam o
tramite processual e prejudicam a celeridade e a entrega da prestacdo jurisdicional. Este,
contudo, ndo é um fendbmeno nacional, sendo que ocorre também em outros paises, gerando
desgastes na cidadania e, por vezes, até mesmo deslegitimando o Poder Judiciario na
conducao das solucdes para as controveérsias juridicas.

Nesse aspecto, a utilizacdo de mecanismos de inteligéncia artificial no ambito
intraprocessual judicial pode se constituir em uma ferramenta poderosa para a gestdo da
justica e auxiliar a destravar a morosidade processual, possibilitando a entrega de uma
prestacdo jurisdicional mais célere, eficiente e com menores custos ao erario, bem como com
menor estafa aos profissionais que trabalham nas cortes de justica.

Todavia, 0s projetos cada vez mais sofisticados para a utilizacdo de mecanismos de
inteligéncia artificial no sistema de justica ndo podem se constituir em um fetiche, traduzido
na ideia, de que os algoritmos poderdo solucionar todos os problemas inerentes a letargia da

prestacdo jurisdicional e, nesse sentido, terceirizar aos sistemas automatizados as decisdes
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sobre os litigios judiciais, em prejuizo do cidaddo. Tal possibilidade, seria a desumanizagao
completa da justica.

Diante do exposto, torna-se necessaria a fixacdo de pardmetros internacionais
minimos, sugerindo-se para tanto o paradigma do constitucionalismo supranacional, a fim de
conferir cogéncia suficiente a elementos normativos uniformes e, assim, autorizar a utilizagao
desses modelos de inteligéncia artificial no ambito do sistema de justica, de modo a evitar a
fragmentacdo legislativa dos Estados-nacdes, e proteger de forma eficiente os direitos

fundamentais, com base nos valores e principios ja expressos nas Cartas de Direitos.
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