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XXXII CONGRESSO NACIONAL DO CONPEDI SAO PAULO - SP
PROCESSO, JURISDICAO E EFETIVIDADE DA JUSTICA |

Apresentacdo

Estimados Leitores!

E com grande satisfagdo que disponibilizamos os Anais do Grupo de Trabalho (GT)
PROCESSO, JURISDI(;AO E EFETIVIDADE DA JUSTICA I. Esta publicacdo consolida a
producdo cientifica apresentada durante o XXXII Congresso Nacional do Conpedi, que
ocorreu na Universidade Presbiteriana Mackenzie, em S&o Paulo, de 26 a 28 de novembro de
2025.

Este GT foi um polo de convergéncia docente e discente de pos-graduacdo que se dedicou a
examinar as questdes essenciais da administracdo da Justica, sob diversas vertentes. Os
artigos reunidos exploram de forma incisiva os mecanismos de efetivagéo dos direitos,
abordando desde a redefinicdo dos meios executivos até a andlise da viabilidade e dos limites
da resolucdo extragjudicial de controvérsias. As discussdes centraram-se na busca por tutela
jurisdiciona justa e efetiva, questionando a propria organizac&o judiciaria e os critérios de
acesso a justica. O escopo dos trabalhos abrangeu também questbes mais sensiveis e
estruturais do sistema, quanto aos desafios impostos ao Estado de Direito.

O rigor cientifico & a marca desta coletanea, visto que todos os textos foram submetidos aum
criterioso processo de avaliagdo (double-blind review). As contribuicbes aqui presentes
oferecem andlises perspicazes e propdem caminhos para o aperfeicoamento das normas e
préticas, notadamente no que tange ao didlogo entre os Poderes e a judicializacdo de politicas
publicas.

A pesguisa aprofundada no campo do Processo, Jurisdi¢do e Efetividade da Justica é de
importancia fundamental para o desenvolvimento e a legitimidade do Direito em qualquer
sociedade democrética. Ela se concentra no coragdo da administracdo da Justica,

aprimorando 0s mecanismos pelos quais os conflitos sdo resolvidos e os direitos garantidos.
Estudar esses temas permite ndo apenas identificar as falhas e gargalos do sistema— como a
morosidade, a complexidade procedimental e as dificuldades de acesso para parcelas da
populagdo —, mas também propor solugdes concretas e inovadoras. E através dessa
Investigacdo que se analisam a fungdo e os limites dos tribunais superiores, a necessidade de



fundamentacdo qualificada das decisbes e a correta aplicacdo dos precedentes. A pesguisa
académica se torna vital para incorporar e avaliar o impacto de ferramentas como a
degjudicializacdo de procedimentos, buscando um Judiciario mais célere e eficiente

Em ultima andlise, a pesquisa em Processo, Jurisdicdo e Efetividade da Justica | é um pilar
para a seguranca juridica e para a propria credibilidade das instituicdes. Ao fornecer um
diagnéstico constante e rigoroso sobre a qualidade da prestacdo jurisdicional, ela assegura
que o Direito sirva como instrumento de tutela real dos direitos. E o estudo continuo desses
temas que permite o didlogo construtivo entre a academia, o legislador e o Judiciério,
impulsionando reformas que tornam a Justica mais acessivel, previsivel e, acima de tudo,
eficaz na vida dos cidadéos.

A edicdo destes Anais vai além do simples registro historico; ela representa o cumprimento
da missdo do CONPEDI de socializar o conhecimento juridico avancado. Ao disponibilizar
publicamente o que ha de mais recente na pesquisa sobre Processo, Jurisdicdo e Efetividade
da Justica, este volume se estabelece como uma referéncia obrigatéria para a pesquisa, 0
ensino e a prética do Direito. Convidamos a comunidade juridica a explorar a riqueza
andlitica e as propostas inovadoras contidas neste compilado, que atesta a vitalidade da
pesguisa brasileirana area.

Desglamos excelente leitural
Profa. Dra. Joana Stelzer
Prof. Dra Silzia Alves Carvalho

Prof. Dr. José Carlos Francisco dos Santos



LIMITESE POTENCIALIDADESDA INTELIGENCIA ARTIFICIAL NO PODER
JUDICIARIO BRASILEIRO

LIMITSAND POTENTIAL OF ARTIFICIAL INTELLIGENCE IN THE
BRAZILIAN JUDICIARY

Morgana Bellazzi de Oliveira Carvalho 1
Francisco Bertino Bezerra de Carvalho 2
Roberta Thaiana de Araujo Oliveira 3

Resumo

O artigo analisa a aplicagéo da inteligéncia artificial no Poder Judiciario brasileiro, como
solucdo a sobrecarga processual e a morosidade que comprometem a eficiéncia e a eficacia
da prestacéo jurisdicional, no contexto do uso de tecnologias para aumentar a celeridade e
otimizar a atividade judicante. Embora promissora, a utilizacdo da lA levanta preocupactes
sobre a qualidade das decisOes e a preservagdo das garantias fundamentais. Justifica-se 0
trabalho pela importancia e atualidade do tema, notadamente pela complexidade e

interdisciplinariedade. O artigo aborda tanto a complexidade e abrangéncia do tema, quanto
efeitos dainser¢éo da tecnologia na eficiéncia e efetividade dajustica.O objetivo da pesquisa
foi investigar como a | A pode contribuir para a eficiéncia do Judiciario, ao mesmo tempo em
gue analisa os riscos relacionados a ética, imparcialidade e respeito ao devido processo legal.
A metodologia utilizada € a pesquisa legidativa e doutrinaria, com reflexdo critica e analitica
de dados e informages cientificas. A pesquisa, de carater qualitativo, incluiu uma revisao
bibliogréfica e documental, com andlise de legislactes e resolugdes do Conselho Nacional de
Justica. Além disso, foram usadas reportagens sobre o tema. Na conclusdo, constata-se que,
apesar dos beneficios em celeridade e economia, existem riscos como a reproducéo de vieses
algoritmicos e a falta de sensibilidade humana nas decisdes, no sentido de que 0 uso ético e
responsavel da IA no Judici&rio exige regulamentacdo rigorosa e mecanismos de controle
institucional, garantindo que a tecnologia sgja um instrumento para fortalecer a justica e ndo
comprometer sua legitimidade.

Palavras-chave: Inteligéncia artificial, Poder judiciario, Celeridade processual, Etica
juridica, Garantias fundamentais

1 Doutoranda em Direito pela Universidade de Coimbra, Mestre em Direito Pablico pela UFBA, Auditora de
Contas Publicas do TCE/BA, Professora de Direito Administrativo, Advogada.

2 Pos-Doutor em Direito Econdmico, Financeiro e Tributério pela USP, Doutor em Direito Piblico e Mestre em
Direito Econémico pela UFBA, Professor de Processo Civil da UFBA, Procurador do Municipio, Advogado.

3 Graduanda em Direito da Universidade Federal daBahia
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Abstract/Resumen/Résumeé

This paper analyzes the application of artificial intelligence in the Brazilian Judiciary as a
solution to the procedural overload and delays that compromise the efficiency and
effectiveness of judicia services, within the context of the use of technologies to increase
speed and optimize judicia activity. Although promising, the use of Al raises concerns about
the quality of decisions and the preservation of fundamental guarantees. This paper is
justified by the importance and timeliness of the topic, notably its complexity and
interdisciplinary nature. The paper addresses both the complexity and scope of the topic, as
well as the effects of the introduction of technology on the efficiency and effectiveness of
justice. The objective of the research was to investigate how Al can contribute to the
efficiency of Judiciary, while also analyzing the risks related to ethics, impartiality, and
respect for due process. The methodology used is legislative and doctrinal research, with
critical and analytical reflection of scientific data and information. The qualitative research
included a bibliographic and documentary review, with an analysis of legislation and
resolutions of CNJ. Furthermore, news on the topic was used. The conclusion states that,
despite the benefits in terms of speed and cost savings, there are risks such as the
reproduction of algorithmic biases and a lack of human sensitivity in decision-making.
Therefore, the ethical and responsible use of Al in the Judiciary requires strict regulation and
ingtitutional oversight mechanisms, ensuring that technology is an instrument to strengthen
justice and not compromise its legitimacy.

Keywor ds/Palabr as-claves/M ots-clés. Artificial intelligence, Judiciary, Procedural speed,
Legal ethics, Fundamental guarantees
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1. INTRODUCAO

O Poder Judiciario brasileiro enfrenta uma sobrecarga processual que frequentemente
resulta em uma morosidade capaz de comprometer a eficiéncia da prestagdo jurisdicional e a
efetividade da atividade judicante, com reflexos sobre a validade e eficacia dos direitos, tendo
como consequéncia um descrédito em toda a sociedade na solucdo juridica. A lentiddo no
andamento dos processos prejudica o acesso a justica e impede que as respostas adequadas e
necessarias sejam fornecidas de maneira agil e util. Nesse cenario, a tecnologia surge como
uma ferramenta promissora para melhorar a atuagao jurisdicional, e a inteligéncia artificial (IA)
se destaca como o mais novo mecanismo potencialmente capaz de prometer e, talvez, entregar
a otimiza¢do do tempo de tramitagdo dos processos, a racionalizacdo do funcionamento do
Judiciario e de trazer beneficios aos operadores do direito e aos jurisdicionados.

Sendo assim, a implementagdo da IA nos tribunais se apresenta como uma alternativa
valiosa, ja que permitiria ou contribuiria para a resolug¢ao de processos em um tempo reduzido.
No entanto, ¢ fundamental refletir sobre a qualidade das decisdes geradas com o auxilio dessa
tecnologia, sobre as limitagdes da tecnologia, além de analisar sua influéncia na atividade
jurisdicional e na avaliacdo dos casos concretos.

Por conta disso, este artigo propde investigar como a aplicagdo da IA pode contribuir
para a eficiéncia do Poder Judiciario, a0 mesmo tempo em que questiona os riscos envolvidos
no seu uso e os limites éticos e juridicos da automacao no processo decisorio.

A hipoétese central ¢ que a IA no Judicidrio brasileiro pode promover a celeridade
processual e a reducdo da sobrecarga de demandas, desde que sua aplicagdo esteja alinhada aos
principios constitucionais e éticos e delimitada nas fronteiras da real capacidade da tecnologia.
Assim, a relevancia social deste estudo reside na possibilidade de fomentar o debate sobre os
critérios e limites éticos, juridicos e tecnologicos do uso da IA no sistema judicial, colaborando
para o desenvolvimento de diretrizes que garantam uma aplicagdo responsavel e em
conformidade com os fundamentos do ordenamento juridico brasileiro.

O objetivo principal deste artigo € realizar uma pesquisa bibliografica e documental
que permita responder as questdes levantadas, aprofundando o conhecimento sobre o uso da IA
como suporte no processo judicial e identificando seus impactos no processo decisorio.
Especificamente, a pesquisa visa: (i) identificar as contribuicdes praticas da IA para a celeridade
processual no Judiciario; (ii) analisar os efeitos negativos possiveis, especialmente no que diz
respeito ao devido processo legal; e (iii) investigar 0s mecanismos que assegurem o uso seguro
e eficaz da tecnologia, com base nos principios constitucionais e nas normativas vigentes e nos

limites éticos, juridicos e tecnoldgicos das ferramentas de IA disponiveis.
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A metodologia utilizada para abordar o tema desse artigo ¢ a pesquisa bibliografica
com reflexao critica ¢ analitica de dados ¢ informacodes cientificas. Além disso, foram utilizadas
matérias e reportagens articuladas para construcdo da conjuntura. Para isso, adotou-se uma
abordagem qualitativa, com revisao bibliografica e analise documental, centrada nos principios
constitucionais e nas resolucdes do Conselho Nacional de Justiga (CNJ), que regulamentam a
utilizagdo da IA no Judicidrio, assim como o acesso a informagdes oriundas de pesquisas
recentes sobre aspectos do uso de IA.

O trabalho esta estruturado em trés topicos: o primeiro trata da crise de eficiéncia do
Poder Judiciario e do uso de tecnologia para supera-la, com énfase nos recursos de inteligéncia
artificial. O segundo apresenta os riscos e vantagens da utilizacdo de ferramentas de Inteligéncia
Artificial na atividade judicante. O terceiro sugere bases para adogdo responsavel de recursos
de inteligéncia artificial pelo Poder Judicidrio a partir de trés pardmetros: observancia dos
principios constitucionais, diretrizes regulatorias (Resolugdes do Conselho Nacional de Justiga,
especificamente as de n® 332/2020 e n® 615/2025) e éticas e dos proprios limites da tecnologia
disponivel. Ao final conclui pela capacidade da inteligéncia artificial pode vir a ser um
instrumento inovador no enfrentamento da crise de eficiéncia e eficdcia Poder Judiciario
brasileiro, desde que observe critérios para o uso responsavel da tecnologia no ambito

jurisdicional.

2. A CRISE DO JUDICIARIO E A IA COMO INOVACAO TECNOLOGICA

O acesso a justica, um dos pilares do Estado Democratico de Direito, diz respeito a
possibilidade de todos os cidaddos buscarem e obterem, de forma efetiva, a tutela de seus
direitos diante de uma lesdao, ameaga, questionamento ou conflito pela via do devido processo
perante o Poder Judiciario ou outro meio alternativo de solugdo de litigios legitimado pelo
ordenamento. No entanto, na pratica, a efetivacdo desses direitos enfrenta obsticulos que
dificultam a concretizagdo dos resultados desejados, qualquer que seja o meio escolhido,
notadamente quando a opgao ¢ pela prestacao da jurisdi¢dao pelo Estado Juiz, que ¢ o objeto
especifico deste artigo.

Embora, em termos de niumero de agdes ajuizadas e pretensdes deduzidas perante a
justica estatal, venha se ampliando pelos mais diversos fatores, incluindo a jurisdicizagao da
vida, a conciéncia dos direitos por parte dos jurisdicionados, a amplificagdo da conflituosidade
e mesmo do incremento de 6rgdos jurisdicionais, como os juizados, a sobrecarga do sistema
compromete a celeridade, a eficiéncia e a eficacia da prestagdo jurisdicional. Com o crescente

numero de processos ajuizados, o sistema judiciario tem dificuldades em dar vazao a demanda
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por solugdes judiciais, entregando decisdes tardias, inbcuas ou até inaptas para a efetivacio dos
direitos. Por outro lado, o Judiciario tem se tornado vitima de estratégias de litigancia abusiva,
ou se transformado em instrumento de postergagao ou negagao dos direitos, mesmo 0s mais
elementares, de forma a favorece, em muitas circunstancias, o devedor inadimplente.

Para enfrentar esse problema, os tribunais tém construido diversos mecanismos de
buscar eficiéncia e eficacia, comegando por instrumentos juridicos, como os criados para a
solucdo de demandas repetitivas, incoporagdo do instituto dos precedentes, ampliacdo dos
poderes do juiz ou simplificacdo do procedimento do cumprimento de sentenga e da execugdo
de titulos extrajudiciais.

No mesmo proposito o Poder Judiciario tem investido constantemente no uso de
recursos tecnologicos, incluindo o de computadores, editores de textos, sistemas de redes,
programas de controle de processos e, finalmente o proprio processo eletronico. E, no
movimento mais recente, adotado a inteligéncia artificial como ferramenta de apoio a tomada
de decisdes, com o objetivo de melhorar a eficiéncia, gerir os acervos processuais e uniformizar
os procedimentos (Susskind, 2019).

Entretanto, a aplicag@o de IA em atividades judiciais e administrativas suscita debates
complexos sobre ética, direitos fundamentais, transparéncia, responsabilidade e supervisao
humana (Streck, 2020). Considerando que a utilizagcdo dessa tecnologia tem se expandido nos
tribunais brasileiros nos ultimos anos, propde-se uma reflexao sobre a viabilidade da aplicagao

da inteligéncia artificial no processo de elaboracdo das decisdes judiciais.

2.1 Sobrecarga e desafios a celeridade no sistema judicial brasileiro

A principal fun¢do do Poder Judiciario € garantir os direitos individuais, coletivos e
sociais e resolver conflitos entre cidaddos, entidades e Estado, pacificando o convivio social e
promovendo a complexa e potente colaboracdo caracteristica das sociedades humanas. Diante
dessas atribuigdes, torna-se evidente que, em algum momento, haveria uma sobrecarga dessa
atividade, especialmente considerando o crescente nimero de jurisdicionados buscando a
efetivacdo de seus direitos, o incremento da litigiosidade e também do niimero de agdes
ajuizadas a cada ano, em conjunto da incapacidade dos meios alternativos de solu¢do de
conflitos absorver grande parte desta demanda, inclusive por seus custos comparativamente
elevados.

Isso porque, diferentemente do crescimento proporcional das demandas e do aumento
populacional ao longo dos anos, a quantidade de magistrados e servidores responsaveis pelo

andamento e julgamento dos processos se revela inversamente proporcional em relacao ao
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volume de processos em tramitacdo nos 6rgaos jurisdicionais. No Brasil, a existéncia de muitos
cargos disponiveis em carreiras publicas necessarias a presta¢do jurisdicional, como juizes,
promotores, defensores publicos, servidores judiciais etc., agravada pela desasagem da propria
estrutura concebida contribui para o agravamento da situacao.

Nao a toa, de acordo com o levantamento Justica em Numeros de 2024, com dados
referentes ao ano-base de 2023, elaborado pelo Conselho Nacional de Justi¢a e disponibilizado
em seu proprio site, o Brasil conta com 1.265 juizes e 275.581 servidores para lidar com 83,8
milhdes de processos pendentes. Além disso, em 2023, 35 milhdes de novos processos foram
iniciados, um aumento de 9,4% em relagdo ao ano anterior, o que amplia mais a sobrecarga.

O aumento da demanda pode ser explicado por fatores como a Constitui¢do Federal,
que garante o acesso irrestrito a Justi¢a, a ampliacdo dos direitos (juridicizagdo da vida), o
aumento da litigiosidade (judicializagdo dos conflitos) e assisténcia juridica gratuita para
pessoas hipossuficientes, contribuindo para a popularizacdo do Judiciario. Além disso, o
necessario formalismo processual também contribui para o retardamento da resposta
jurisdicional, o acimulo de processos que se transforma em sobrecarga, tornando mais dificil a
analise e solucdo dos casos e aumentando o tempo de tramitagao.

A morosidade processual, no plano coletivo e social, compromete a solucao juridica
dos conflitos, fragilizando a efetividade dos direitos, e, no plano individual, gera prejuizos
financeiros e emocionais para os jurisdicionados, que frequentemente desistem de seus direitos
ou aceitam perdas devido ao tempo excessivo de espera.

Neste cendrio, uma solucdo proposta ¢ a utilizagdo da inteligéncia artificial para
agilizar o processo judicial, estruturar bancos de dados, desenvolver sistemas probabilisticos de
suporte a decisdo e automatizar a producao de documentos. A IA teria o potencial de resolver
processos paralisados rapidamente, porém, a qualidade das decisdes ainda precisa ser debatida,
pois, como bem observa Streck (2014, p. 287), “a eficiéncia temporal ndo pode ser um fim em
si mesmo, mas deve estar a servico da efetividade substancial dos direitos, conjugando

celeridade com qualidade deciséria”.

2.2 A Inteligéncia Artificial como instrumento potencial de transformacio na Justica

A inteligéncia artificial, devido a sua alta capacidade de processamento e
adaptabilidade, pode configurar-se como uma ferramenta valiosa no campo juridico, sendo
aplicada tanto no auxilio para a resolucdo de questdes simples quanto no suporte a casos
complexos. A sobrecarga de processos no Judicidrio, resultante do aumento continuo do

numero de litigios, torna a IA um recurso com potencial para aliviar o congestionamento nos
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tribunais. Segundo Lage (2021), a adocdo da IA poderia aumentar a eficicia das decisdes
judiciais, uniformizar a jurisprudéncia e reduzir a sobrecarga processual.

O CPC, entre suas normas fundamentais (art. 4°), assegura a todos o direito a duracao
razoavel do processo, um preceito que deve ser atendido com o equilibrio entre a celeridade
cabivel e o devido processo legal necessario, ou seja, meios eficientes para a tramitacdo das
demandas. A inteligéncia artificial, portanto, poderia beneficiar o Judiciario contribuindo para
aliviar a carga de trabalho e, a0 mesmo tempo, garantir maior rapidez na tramitacdo dos
processos, se for capaz de incrementar velocidade a tramitagdo sem comprometer o atendimento
dos principios que legitimam o exercicio da jurisdicao estatal. Se for capaz disto, a IA pode
reduzir a pressdo sobre magistrados e servidores, melhorar a produtividade ¢ o bom
funcionamento dos tribunais e entregar a sociedade e aos jurisdicionados mais justiga.

No entanto, ha varios pontos a serem analisados no contexto das possibilidades do uso
da TA, que depende de grandes volumes de dados para seu treinamento. Seu processo de
aprendizado, conhecido como aprendizado da maquina (machine learning), utiliza algoritmos
para identificar padrdes por meio de mecanismos que se aprimoram com a experiéncia. Assim,
embora a A seja altamente eficaz na andlise de dados e na identificagdo de padrdes, ela
apresenta limita¢des, nao possui a flexibilidade e a capacidade do raciocinio humano, ndo pode
se adaptar a situagdes inéditas com autonomia interpretativa ou lidar com questoes complexas.

Quando projetados para tarefas especificas, os algoritmos ndo tém a capacidade de
transitar entre multiplas competéncias ou atuar em contextos ndo previamente definidos.
Mesmo quando projetados com algoritmos abertos para encontrar e fornecer respostas nao
previamente programadas, a [A encontra obstaculos intransponiveis em situagdes para as quais
os métodos de maquina sao limitados. Mesmo quando sao obtidos resultados, estes precisam
ser constantemente revisados, especialmente em areas de forte teor axiologico e dindmicas
como o direito, que exige uma analise contextual individualizada e juizo valorativo minucioso.

Portanto, apesar da IA oferecer grande potencial para o Judiciario, € crucial reconhecer
suas limitagdes e usad-la com cautela, garantindo uma aplicacao equilibrada, com analise das
implicagdes e restricdes, para assegurar que as decisdes judiciais respeitem os principios

fundamentais do direito.

3. RISCOS E VANTAGENS DO USO DA IA NO JUDICIARIO
A adocdo da inteligéncia artificial pode oferecer uma série de beneficios no contexto
na prestacdo dos servigos jurisdicionais, se for capaz de promover o aumento da celeridade

processual, a reducdo de custos operacionais ¢ a automagdo de tarefas repetitivas. Esses
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beneficios sdo previsiveis, uma vez que a automagao sem erros de atividades rotineiras diminui
significativamente o risco de comprometer a imparcialidade e a seguranca juridica. Portanto, a
implementa¢dao da IA surge como uma inovagdo que, se for implantada de forma segura e
eficiente, alinhada aos principios constitucionais que regem a atividade jurisdicional, como a
duracdo razoavel do processo ¢ a economicidade (Lage, 2021), pode mudar o panorama da
atividade judicante do Estado.

Nesse contexto, a IA possui grande potencial para automatizar tarefas como contagem
de prazos, expedi¢ao de intimagdes, confec¢do automatica de atos ordinatdrios e emissao de
certidoes. A eliminagdo da execug¢dao manual dessas atividades contribui diretamente para a
reducdo do congestionamento processual, permitindo que magistrados e servidores se
dediquem a fungdes que demandam analise mais aprofundada e conhecimento juridico
especializado. Ao aumentar a eficiéncia e reduzir os custos operacionais, a IA também impacta
positivamente a economia do pais, uma vez que a lentiddo processual e seus efeitos sobre o
"Custo Brasil"! afetam a competitividade e a produtividade nacional. Isso evidencia a
necessidade urgente de modernizagdo no sistema Judiciario, que, por sua vez, pode contribuir
significativamente para o desenvolvimento economico do Brasil (Guasque e Rosa, 2022).

Sendo assim, a automagao das atividades judiciais pode contribuir para um ambiente
mais eficiente, favorecendo o desenvolvimento econdmico ao reduzir custos e agilizar o
cumprimento de obrigacdes juridicas, pois a vigéncia e a eficacia do ordenamento juridico
assegurado pela atuacdo do Estado-Juiz pela via do processo implicam diretamente na
edifica¢do de um sistema social e econdmico mais eficiente. O Judiciario, enquanto um agente
cujo servigo essencial ¢ fundamental na realidade social, econdmica e financeira, desempenha
um papel crucial ndo apenas na efetivacao de direitos, mas também na diminui¢do dos custos
econdmicos e no estimulo ao crescimento do pais (Miragem e Petersen, 2020).

No que tange aos procedimentos para cumprimento de titulo judicial e execugdo de
titulo extrajudicial, a ferramenta se destaca na busca e localizacao de bens e valores do devedor.
Essa fase do processo, frequentemente paralisada pela dificuldade de localizar bens, pode ser
consideravelmente agilizada com o uso dessa tecnologia. A experiéncia do Tribunal de Justiga
do Rio de Janeiro, que utilizou A para executar aproximadamente 6.620 execugdes fiscais em

questao de segundos, arrecadando cerca de 32 milhdes de reais, exemplifica o impacto dessa

! De acordo com informagdes divulgadas pelo site da AMCHAM (American Chamber of Commerce - Cimara
Americana de Comércio), o Custo Brasil refere-se as diversas dificuldades estruturais que encarecem a producéo
de bens e servigos no pais. Logo, trata-se de um conceito que abrange as diversas despesas e ineficiéncias que
afetam a produtividade e a competitividade da economia brasileira.
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ferramenta. Em contraste, um servidor leva, em média, 35 minutos por processo apenas para
acessar sistemas com o objetivo de realizar bloqueios de bens dos devedores (Guasque ¢ Rosa,
2020). Isto posto, a disparidade entre os resultados obtidos com IA e os alcangados por esforgos
humanos evidencia o potencial transformador da tecnologia no processo executivo,
contribuindo para o cumprimento das metas dos tribunais e a redu¢do do acimulo processual
(Guasque e Rosa, 2020).

Em contrapartida, embora a ado¢do da inteligéncia artificial pelo Poder Judiciario
represente uma estratégia promissora para aumentar a eficiéncia, sua integracdo ao sistema
judiciario também suscita questdes juridicas e sociais mais complexas. Assim, a andlise dos
impactos para os jurisdicionados deve levar em consideracdo tanto as potencialidades quanto
os riscos envolvidos, além das salvaguardas necesséarias para garantir que a transformacao
digital do Judiciario fortalega, e ndo comprometa, a legitimidade democratica da funcdo
jurisdicional (Nunes, 2018).

Nesse viés, varios autores adotam uma perspectiva critica em relagdo ao uso da IA no
Judiciario, destacando aspectos como os riscos morais, juridicos, sociais e até religiosos, que
surgem com a automatiza¢ao das decisoes. Dentre os principais riscos, estdo a possibilidade de
reproducdo de vieses algoritmicos e a auséncia de juizo de valor humano nas anélises
automatizadas, o que pode comprometer a imparcialidade, a transparéncia e, sobretudo, a
qualidade das decisdes judiciais. Tais vieses podem resultar em desigualdades, aprofundando
as falhas historicas que o sistema judicial busca corrigir, ou seja na distribui¢do de injustiga.

No que se refere aos vieses algoritmicos, Yuval Noah Harari (2018) alerta que os
algoritmos, embora desprovidos de consciéncia ou emogdes, exercem um papel determinante
nas escolhas feitas no ambiente digital, influenciando quais informacdes ganham visibilidade.
Nesse contexto, a inteligéncia artificial tende a priorizar conteudos alimentados por dados
amplamente consumidos, o que pode nao refletir o que seria mais justo ou apropriado para cada
situagdo ou, ainda pior, ser dirigida pelos interesses das proprias empresas que disponibilizam
0s servicos e programas ou pela monetizagdo — pagamento pela primazia nas respostas, pratica
comum no ambiente virtual. A 16gica de simplifica¢do e o direcionamento de resultados podem
afetar decisdes judiciais, tanto em fungdo da ferramenta, ao operar com base em dados
armazenados, tende a repetir e generalizar padrdes, muitas vezes ja enviesados,
desconsiderando nuances e particularidades que sdo essenciais em um julgamento justo (Nunes,
2018), assim como implicar na afetacao do resultado por interesses alheios ou comerciais.

No universo juridico, a aplica¢do da inteligéncia artificial pode resultar em decisoes

que desconsideram as especificidades dos casos concretos, comprometendo a justica
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substancial. Essa questdo ¢ particularmente preocupante nesse cenario, no qual a imparcialidade
e a equidade sdo principios essenciais diretamente vinculados a finalidade da acdo estatal.

Como bem ressalta Ledo (2023), a possibilidade de decisdes discriminatorias
proferidas por sistemas automatizados ¢ real e exige atencao cuidadosa, especialmente diante
da crescente adocao dessas tecnologias no Judiciario. Em face do exposto, em vez de promover
justica, a IA pode reforgar desigualdades e injusticas, replicando padrdes discriminatorios que
o proprio sistema judicial busca corrigir. Ademais, a auséncia de mecanismos eficazes de
supervisdo humana agrava ainda mais esse problema, pois decisdes que se apresentam como
"técnicas" e "objetivas" podem esconder erros graves, conferindo-lhes uma falsa legalidade e
uma inexistente legitimidade.

Em adicdo, a utilizagdo de IA na decisdo judicial também levanta a questdo crucial da
auséncia de juizo de valor e sensibilidade humana, elementos indispensaveis no processo de
julgamento. Embora a ferramenta seja capaz de automatizar tarefas complexas com grande
rapidez e eficiéncia, ela carece da empatia e da capacidade de adaptacao contextual necessarias
para uma analise juridica aprofundada, assim como de habilidade para compreender e aplicar
valores, contetido essencial e finalistico das normas juridicas.

Ao processar dados de maneira mecanica, a inteligéncia artificial ndo ¢ capaz de
compreender as nuances subjetivas de cada caso, algo que um juiz humano pode realizar com
base em sua experiéncia, compreensao dos valores esencialmente humanos e sensibilidade para
as circunstancias especificas de cada situa¢dao (Melo e Andrade, 2022). Deste modo, o risco de
delegar a competéncia deciséria a sistemas automatizados ¢ significativo, agravado pelo
desconhecimento das limitagdes da propria tecnlogia, pois a decisdo judicial ndo deve ser
tratada como uma simples repetigdo de padrdes, mas como um processo reflexivo,
personalizado e fundamentado em valores e direitos fundamentais (Toledo, 2003).

Além disso, o pensamento juridico, que ¢ essencialmente valorativo e interpretativo,
nao pode ser reduzido a um processo automatico de classificacao de dados. Como destaca Alexy
(2015), o juizo de valor ¢ justamente aquele que leva em conta a singularidade de cada caso e
as circunstancias que envolvem as partes.

A primeira questdo central reside no fato de que os sistemas da maquina, ao serem
alimentados com dados e experiéncias anteriores, tendem a refletir preconceitos historicos,
gerando decisdes que, embora parecam objetivas, nao sdo, de fato, neutras. Isso coloca em risco
a equidade das decisdes, uma vez que a IA nao possui a capacidade de compreender e adaptar-
se ao contexto humano. Portanto, o que distingue o julgamento humano do processamento

automatico de dados pela IA ¢ a sensibilidade para perceber e acolher as particularidades da
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realidade do outro, um elemento que as maquinas, por sua natureza, ndo podem replicar
(Moreira, 2021). Por outro lado, a transferéncia de juizos decisdrios as maquinas ignora os
limites reais da tecnologia, ¢ incapaz de entregar de fato alguns resultados que ilusoriamente
alegam produzir.

Dessa forma, a adogdo da IA no Judiciario, embora traga avangos em termos de
eficiéncia e celeridade, exige uma andlise cuidadosa e uma supervisdo rigorosa para garantir
que a tecnologia nao substitua a interpretacao juridica e a valoragdo que sdo essenciais para a
justica plena. Isto posto, o uso da IA deve ser sempre acompanhado de uma avaliacdo critica e
humana, para que, em vez de prejudicar a justiga, ela a promova, respeitando as particularidades

e os direitos individuais de cada caso.

4. BASES PARA ADOCAO RESPONSAVEL DA INTELIGENCIA ARTIFICIAL

A incorporacdo da inteligéncia artificial no Poder Judiciario brasileiro ¢ uma realidade
crescente. Contudo, a medida que a [A comeca a ser considerada para fases mais sensiveis do
processo, como a fundamentagdo e até para decisdes judiciais, surgem desafios significativos
quanto a preservacdao das garantias processuais € a necessidade de manter a centralidade da
atuacdo humana. Deste modo, a IA pode melhorar a eficiéncia, mas sua aplicacao
indiscriminada comprometeria os direitos fundamentais e os principios juridicos, como a
imparcialidade e a justiga substancial (Vigliar, 2023).

Além disso, Dworkin (2010) destaca a importancia dos principios juridicos na
fundamentagdo das decisdes judiciais, especialmente nos chamados "hard cases". Para o autor,
esses casos sdo caracterizados por trés fatores principais: a auséncia de regras juridicas claras,
a existéncia de normas de conteudo vago que exigem maior esforco interpretativo e a aplicagao
simultanea de diversos principios. Nesses contextos, as regras legais sdo imprecisas, € a
interpretacdo demanda um esfor¢o moral e ético por parte do juiz. Dessa forma, os principios,
embora por vezes subjetivos, sdo fundamentais para garantir que o julgamento esteja alinhado
com os preceitos constitucionais.

Essa visdo ¢ refor¢ada por Nery Junior (2016), que observa que os principios sdo
fundamentais para conferir coeréncia ao ordenamento juridico, permitindo que o juiz interprete
a lei de maneira contextualizada, levando em consideragdo as especificidades de cada caso, ou
seja, mesmo em situacdes que ndo possam ser classificadas como “hard cases”, a atribuicdo de

juizo @ méaquina pode acarretar resultados inesperados e indesejados.

4.1 Adocio conforme os principios juridicos constitucionais do processo
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A primeira cautela que deve estar presente na analise da possibilidade de usar IA no Poder
Judiciario e dos limites desta utilizagao esta na observancia e promoc¢ao dos principios constitucionais

incidentes sobre a atividade jurisdicional e sobre o processo.

4.1.1 Devido processo legal

A luz do disposto no art. 5°, inciso LIV, da Constituicdo Federal, que estabelece
“ninguém sera privado da liberdade ou de seus bens sem o devido processo legal”, o devido
processo legal ¢ considerado um “superprincipio” por Humberto Theodoro Junior (2022), pois
serve como base para diversos outros principios do ordenamento juridico-processual. No
contexto da inteligéncia artificial, seu uso no Judicidrio, ao se basear em algoritmos e dados
preexistentes, apresenta limitagdes significativas, principalmente na auséncia da capacidade de
realizar o raciocinio juridico pleno, essencial para a ponderacdo dos principios envolvidos nas
decisdes judiciais. Ocorre que, segundo Ramos (2021), a decisdo judicial vai além da mera
aplicacdo técnica de regras, exigindo sensibilidade, discernimento e fundamentagao sélida.

Desta forma, embora a IA tenha grande utilidade na execugao de tarefas repetitivas e
administrativas, sua aplicacdo deve respeitar o devido processo legal. Como destaca Coelho e
Barbosa (2024), mesmo em atividades mais simples, ¢ fundamental garantir a transparéncia dos
sistemas automatizados, permitindo que as partes compreendam os critérios, dados e
inferéncias utilizadas pela IA. Essa transparéncia e o direito de contestacdo sdo essenciais para
evitar que a tecnologia interfira indevidamente no processo decisorio, preservando a autonomia
do juiz humano. Pois, como bem observa Fernandes (2007), o Judiciario deve ser visto como
um espago de construcao democratica, no qual as partes envolvidas t€ém igualdade de condi¢des
para influenciar a decisdo, o que ¢ o inverso de basear-se no banco de dados.

Portanto, a ado¢@o da IA no Judicidrio deve ser cuidadosamente regulamentada e, até
que a regulamentacao chegue, efetivada com extrema cautela, pois seu uso indiscriminado pode
comprometer a imparcialidade e a seguranca juridica, especialmente nas fases decisorias.
Outrossim, mesmo em tarefas administrativas, ¢ fundamental garantir o respeito ao devido

processo legal, ja que cada etapa do processo influencia a decisdo final.

4.1.2 Principio da igualdade e a isonomia

O principio da igualdade, conforme o art. 5° da Constituicao Federal, exige que todos
sejam tratados de maneira semelhante em situagdes idénticas, considerando as particularidades
de cada caso, com o objetivo de promover uma verdadeira equipara¢ao de oportunidades (Nery

Junior, 2016). Contudo, a utilizagdao de algoritmos no Judiciario pode reforgar discriminagdes
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preexistentes, especialmente quando os dados utilizados perpetuam padrdes de preconceito e
desigualdade social, como se vera na abordagem das limitagdes tecnoldgicas. Por essa razio, a
aplicacdo da inteligéncia artificial no Judicidrio deve estar alinhada ao principio da igualdade,
assegurando que os sistemas evitem vieses discriminatorios. A Resolugdo n® 615/2025
estabelece a exigéncia de auditorias continuas e relatorios sobre o impacto das solucdes de IA
no julgamento imparcial e eficiente.

Enquanto nao for possivel eliminar completamente os vieses algoritmicos, € prudente
restringir o uso da IA nas decisdes judiciais, pois a busca por celeridade ndo pode justificar a

discriminacao (Greco, 2006).

4.1.3 Principio da fundamentacio das decisoes judiciais

O artigo 93, inciso IX, da Constituicdo Federal estabelece que as decisdes judiciais
devem ser publicas e fundamentadas, o que assegura a transparéncia e permite o controle social
sobre a atuacdo do Judiciario, garantindo a imparcialidade, legalidade e justica das decisdes
(Cintra, Grinover e Dinamarco, 2015). Além disso, a fundamentacdo das decisdes € essencial
para demonstrar a argumentacao racional do juiz, garantir a legalidade e promover a seguranga
juridica, além de proteger o devido processo legal e reduzir o nimero de recursos.

No contexto da utilizagdo de IA na fundamentagdo das decisdes, € necessario
estabelecer critérios claros e rigorosos para evitar que sua aplicagdo negue a fundamentagao
racional e individualizada exigida pela Constituigdo. A incorporacdo da IA no processo
decisério deve ser regulada para garantir que as decisdes permane¢am baseadas em uma
construgdo argumentativa humana, sensivel as particularidades do caso concreto, uma vez que
ndo se resume no um texto argumentativo que a comunica, mas no processo mental que a
edifica.

Portanto, delegar a atividade decisoria a sistemas de IA, se possivel fosse, seria
prematuro e imprudente, pois a fundamentacdo das decisdes judiciais deve ser um dever
constitucional que reflete os motivos que sustentam a interpretacao do julgador, garantindo a
protecdo dos direitos fundamentais. Muito embora a IA possa ser util como ferramenta auxiliar,
ela ndo deve substituir a construgdo racional da fundamentagdo necessaria para a interpretacao
e aplicagdo do direito. Sendo assim, a observancia do principio da fundamentacdo ¢ essencial
para evitar solugdes automatizadas que possam gerar inseguranga social e comprometer a
resolugdo dos conflitos, funcionando como um mecanismo de controle contra o uso

indiscriminado e prejudicial da IA no Judiciario (Engelmann e Werner, 2019).
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4.2. A essencialidade do componente humano nas decisdes judiciais

E fundamental reforcar a importancia do julgamento humano em uma era cada vez
mais automatizada. Embora a Inteligéncia Artificial ofereca avangos tecnoldgicos, o
julgamento humano permanece insubstituivel no contexto judicial, dada a complexidade e
sensibilidade que envolvem as decisdes judiciais.

Abboud e Pereira (2021) destacam que a IA deve ser vista como uma ferramenta
auxiliar, ¢ ndo como substituta da analise humana, especialmente em atividades como a
formulagdo de decisdes judiciais. A utilizacdo indiscriminada da IA pode comprometer os
direitos fundamentais e a preservagao da democracia, como discutido por Reale (2002), que ja
alertava sobre os riscos de reduzir a atividade jurisdicional a dados quantitativos, em detrimento
da apreciagdao humana.

Marostegam (2024) argumenta que o mundo real ¢ caracterizado por nuances e
contextos subjetivos, que exigem interpretagdo e julgamento humano, qualidades que a TA
ainda nao pode replicar. Por esse motivo, embora a IA possa oferecer beneficios quantitativos
e agilidade, ela ndo pode substituir a racionalidade e a interpretacdo critica necessarias no
processo decisorio. As decisdes judiciais envolvem valores sociais e culturais que vao além da
codificagdo objetiva, e, conforme Marostegam (2024), competéncias como criatividade e senso
critico sdo inerentemente humanas.

Assim, a IA deve ser usada como um complemento, ampliando as capacidades
humanas, mas nao substituindo-as. No Judiciario, ela pode ser eficaz em tarefas repetitivas e
mecanicas, sem conteudo decisorio, melhorando a celeridade processual sem comprometer as
garantias fundamentais. Contudo, as decisdes judiciais devem permanecer sob a
responsabilidade humana, que deve utilizar a IA de forma critica e ética, garantindo a defesa
dos direitos fundamentais e preservando os principios democraticos do Estado de Direito. O
uso da [A deve ser cauteloso, uma vez que delegar as maquinas o julgamento de causas humanas
ndo representa apenas um risco técnico, mas uma ameaga concreta aos principios democraticos

que sustentam o Estado de Direito.

4.3 Diretrizes regulatérias e éticas

Em 2018, o Conselho da Europa, por meio da Comissao Europeia para a Eficiéncia da
Justica (CEPEYJ), aprovou a Carta Etica Europeia sobre o Uso da Inteligéncia Artificial nos
Sistemas Judiciais, estabelecendo diretrizes para a aplicagdo da A no Judiciario. Seguindo essa
linha, o Conselho Nacional de Justica editou a Resolugdo n°® 332/2020, que incorporou os

principios dessa carta e passou a estabelecer parametros para o uso responsavel da IA no
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Judiciario. A resolucdo destaca a compatibilidade da IA com os direitos fundamentais, a
igualdade de tratamento e a seguranca juridica, com especial aten¢do a prevencao de violagdes.

O artigo 7° da resolucao afirma que as decisdes judiciais apoiadas por IA devem
preservar a igualdade, a ndo discriminagao e garantir julgamentos justos, mantendo a IA como
ferramenta de apoio, e ndo substituindo os magistrados. Além disso, o artigo 17° assegura que
a IA deve ampliar as capacidades decisorias dos magistrados, permitindo a revisdo das decisdes
propostas pela tecnologia, com a garantia de supervisao humana.

Adiante, em 2025, a Resolucdo n® 615/2025 foi editada, atualizando a normativa
anterior em resposta ao avango da automatiza¢ao no Judiciario. A nova resolugdo reafirma os
principios da antiga versdo, mas introduz inovagdes, como a exigéncia de validacdo humana
prévia para decisdes judiciais e o reforco da governanca para sistemas de IA de alto risco.

Além disso, a resolucdo proibe o uso da IA para realizar avaliagdes preditivas de
comportamento humano e determina a criagdo de comités de supervisdo e €tica nos tribunais.
Outra inovagdo significativa ¢ a obrigatoriedade de capacitagdo continua de magistrados e
servidores, com énfase no letramento digital, que envolve a capacidade de compreender,
analisar criticamente, comunicar-se de maneira eficaz e aplicar habilidades digitais em diversos
contextos (UNIFASE, 2023). Isso visa garantir que os profissionais possam identificar os riscos
associados ao uso da IA e supervisionar seu funcionamento de maneira adequada.

A resolucdo também destaca a protecao de dados sensiveis e a seguranca dos sistemas
de IA, em conformidade com a Lei Geral de Protecdo de Dados (LGPD). O uso de dados
sigilosos para treinamento de IA, sem as devidas precaugdes legais, pode comprometer a
confianca publica no Judicidrio e afetar a legitimidade das decisdes. Além disso, a falta de
protocolos claros de governanga de dados pode expor os jurisdicionados a riscos, como
vazamentos, acessos nao autorizados ou o uso indevido de dados, como alertam Doneda e
Mendes (2018). Em resumo, a Resolu¢do n® 615/2025 reafirma o potencial da IA como
ferramenta de apoio, mas enfatiza a necessidade de um controle institucional rigoroso,
garantindo que a tecnologia seja utilizada em conformidade com os principios constitucionais

e com total transparéncia.

4.3.1 Transparéncia algoritmica

A transparéncia algoritmica ¢ um aspecto fundamental na incorporagao da inteligéncia
artificial ao Judiciario, sendo crucial para garantir a compatibilidade com o principio do devido
processo legal em dimensdo objetiva. A opacidade nos algoritmos, comum em sistemas

automatizados, impede o entendimento das decisdes, comprometendo a justica substancial.
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Segundo Streck (2013), a interpretagdo juridica envolve uma rede complexa de
contextos e valores, que deve ser inteligivel, garantindo que operadores do direito e a sociedade
compreendam as razdes subjacentes as decisdes automatizadas. A Constituicdo Federal
assegura o direito ao acesso a informacao (art. 5°, inciso XIV), e no contexto da IA, isso
significa que os critérios, dados e logicas usados nos sistemas judiciais devem ser claros e
auditaveis, para que todos possam compreender o impacto das tecnologias no processo judicial.

Além disso, ¢ responsabilidade do Estado assegurar meios adequados para que
qualquer cidadado, independentemente de seu grau de instru¢do, compreenda como a IA afeta
as decisdes judiciais. A Proposta de Emenda Constitucional n® 29/2023 destaca a transparéncia
algoritmica como um direito fundamental, refletindo a crescente preocupagao com os impactos
éticos e juridicos da IA, especialmente na esfera judicial. Alids, a transparéncia ndo deve ser
confundida com a delegacdo de decisdes judiciais as maquinas, que devem ocorrer apenas sob
a supervisao humana, como sublinha Kugler (2018).

Portanto, a transparéncia algoritmica ¢ necessaria nas fases procedimentais nas quais
a maquina ¢ utilizada de maneira admissivel, mas as decisdes finais devem sempre ser
responsabilidade dos magistrados, que devem fornecer fundamentacdo juridica clara,
garantindo a publicidade e a coeréncia argumentativa de seus atos, isso assegura que a aplicagao

de TA no Judiciario respeite os direitos fundamentais e a integridade do processo.

4.4 Limites da tecnologia disponivel

As ferramentas de inteligéncia artificial, ao contrario do que sua propraganda leva a
opinido publica a acreditar, ndo sdo capazes de pensar como os seres humanos, sendo emular a
forma do pensamento humano se expressar por meio da compreensao da linguagem. Nao ¢ uma
diferenca pequena, ao revés.

Por outro lado, a recente divulgagdo de relatérios de seguranca e de pesquisas feitas
com inteligéncia artificial trouxeram situacdes capazes de revelar riscos outrora inimaginaveis.
Em maio de 2025, a Anthropic divulgou, com ampla repercussao mundial, inclusve na midia
ndo especializada, um relatério de seguranga da propria empresa com as versoes Opus 4 do
Claude e Claude Sonnet 4 no qual registra que o sistema optou, em 84% das simulagdes feitas,
por chantagear o engenheiro responsavel pela decisao para evitar que viesse a ser substituido.
No mesmo relatorio, entre outros achados surpreendentes, o sistema foi classificado como
potencialmente perigoso (nivel ASL-3) por sua capacidade de desenvolver patégenos danosos
aos seres humanos.

Em junho de 2025, estudiosos divulgaram ampla pesquisa com sistemas LLM (large
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Language Models) ¢ LRM (Large Reasonin Models) e apresentaram (Shojaee et all, 2025),
entre outras conclusdes, a existéncia de um limite de raciocinio das LRMs em questdes da alta
complexidade e a descoberta de limitacdes “surpreendentes” de LRMs na realizagdo de
calculos, utilizagdo de algoritmos explicitos e inconsisténcia de raciocinio®. Concluiram o

estudo com os achados que intencionam divulgar:

We found that LRMs have limitations in exact computation: they fail to use
explicit algorithms and reason inconsistently across puzzles. We also investigate
the reasoning traces in more depth, studying the patterns of explored solutions and
analyzing the models’ computational behavior, shedding light on their strengths,
limitations, and ultimately raising crucial questions about their true reasoning
capabilities.?

Por fim, extenso estudo de pesquisadores do Massachusetts Institute of Tecnology —

MIT, também de 2025, revelou que o uso de recursos de Inteligéncia Artificial Generativa (o
ChatGPT foi utilziado na pesquisa) pode ter como custo o acimulo de uma divida cognitiva,
uma espécie de enfraquecimento mental silencioso que afeta memoria, autoria e capacidade de
pensar de forma independente. (Kosmyna, et all, 2025).

Estes estudos recentes trazem com amplos fundamentos cientificos riscos do uso da
IA para os usudrios (de déficit cognitivo), para qualidade dos resultados (identificada a
incapacidade tanto dos sistemas LLM quanto LRM de lidar com problemas complexos) e de
desvio de finalidade (realizagdo de chantagem, desenvolvimento de produtos danosos a
humidade).

Os novos riscos se somam aos ja conhecidos, resultantes do espalhamento de vieses
preconceituosos e injustos existentes no banco de dados que perpetuam injustigas. O fato de um
sistema de IA basear-se nos padrdes encontrados em seu banco de dados ¢ determinante para
entender a metodologia de construgdo de solugdes para problemas e como isto implica em uma
limitagdo ao seu uso em lugar do livre convencimento racional do juiz. Por exemplo, se a
pergunta ¢ quem deve ter a guarda de uma crianga de um ano apds um divorcio, a consulta ao
banco de dados podera indicar que, nestas circunstancias, diante de um hipotético indice de
defini¢do da guarda para o conjuge feminino da ordem de 95%, esta seria a “decisdo”

apresentada. Mesmo sendo evidente que ha uma tendéncia desta decisdo ser a mais acertada,

2 We uncover surprising limitations in LRMs’ ability to perform exact computation, including their failure to benefit
from explicit algorithms and their inconsistent reasoning across puzzle types. (SHOJAEE et all, 2025)

Em tradugdo livre: “Descobrimos limitagdes surpreendentes na capacidade dos LRMs de realizar célculos exatos,
incluindo sua falha em se beneficiar de algoritmos explicitos e seu raciocinio inconsistente entre os tipos de desafios
logicos™

3 Em tradugdo livre: “Descobrimos que LRMs tém limitagdes na computacio exata: eles falham em usar algoritmos
explicitos e raciocinam inconsistentemente em desafios logicos. Também investigamos os tragos de raciocinio em
mais profundidade, estudando os padrdes de solugdes exploradas e analisando o comportamento computacional
dos modelos, langando luz sobre seus pontos fortes, limitagdes e, finalmente, levantando questdes cruciais sobre
suas verdadeiras capacidades de raciocinio.”
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somente a avalicdo do caso concreto permitiria um julgamento que — excepcionalmente —
concluisse pela solucdo excepcional. Do mesmo modo, ao analisar o risco de reincidéncia com
base em dados armazenados, o cidadao julgado perderia o direito a analise individual de sua
situagdo e de sua condicao individual, para ser “julgado” pela projecdo do seu perfil naquele
banco de dados, gerando prognosticos sempre desfavoraveis a individuos periféricos, de baixa
escolaridade, pouca renda etc.

O que se quer distinguir ¢ um extenso banco de dados tanto permite sua utilizagao para
realizacdo de um julgamento preditivo, fruto de calculos estatisticos com base em modelos
matematicos que podem ser usados para identificar percentuais de ocorréncias e projetar
reflexamente previsoes para o futuro, muito uteis para prever o clima, tendéncias de mercado,
chances de rebaixamento de uma equipe em um campeonato etc., quanto para a producao de
um julgamento avaliativo, de circunstancias passadas ou presentes, util para diagnosticar uma
situagdo de insolvéncia ou identificar sitios arqueoldgicos?, mas inadequados para realizar o
exame valorativo necessario para aplicar uma norma juridica no caso concreto. De fato, ter
acesso aos precedentes do STF ndo assegura capacidade para realizar o distinguishing,o
overrulin ou o overriding, quando necessario.

Assim, nao ha duvida sobre a extrema capacidade dos programas de A para realizar
pesquisas, resumir textos, conceber relatérios, identificar pontos objetivos, como a perda de

prazo, mas a tecnologia deve ser compreendida e utilizada nos limites de suas possibilidades.

5. CONCLUSOES

O estudo teve como objetivo investigar como a inteligéncia artificial (IA) pode
contribuir para a eficiéncia do Poder Judicidrio brasileiro, levando em considerag@o os riscos e
limites éticos e juridicos da automagdo no processo decisorio. A morosidade processual,
intensificada pela sobrecarga estrutural e pela escassez de magistrados e servidores, foi
identificada como um dos maiores desafios para a efetividade da justica.

A hipdtese inicial de que a IA poderia acelerar a celeridade processual e melhorar a
eficiéncia do Judiciério foi confirmada. No entanto, observou-se que a adequagao da A ¢ mais
evidente em tarefas repetitivas e de apoio, enquanto sua aplica¢do nas decisdes judiciais gera
preocupacdes quanto a imparcialidade e a discriminacao.

O artigo propde que a IA deve ser usada como apoio, sem substituir o julgamento

humano, sendo sempre orientada por principios constitucionais e acompanhada de supervisao

4 Recentemente foi noticiado que a 1A identificou centenas de novos geoglifos nas Linhas de Nazca no Peru.
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humana continua para garantir a protecdo dos direitos fundamentais.

Além disso, o estudo abordou os riscos relacionados aos vieses algoritmicos e a falta
de sensibilidade humana nas decisdes automatizadas, fatores que podem afetar especialmente
grupos vulneraveis. A Resolu¢do CNJ n® 615/2025 refor¢a que a IA deve ser aplicada com
transparéncia, respeito aos direitos fundamentais e supervisao humana. Portanto, a proposta nao
¢ rejeitar a tecnologia, mas sim adotd-la de maneira responsével, respeitando limites éticos bem
definidos, assim como o alcance real da propria tecnologia.

Em conclusdo, a aplicacdo da IA no Judicidrio deve ocorrer dentro de regulamentagdes
especificas, sempre sob supervisdo humana. A eficiéncia proporcionada pela tecnologia nao
pode substituir a andlise critica nem os valores constitucionais que fundamentam o processo
judicial.

O controle humano ¢ essencial para garantir decisdes judiciais céleres, legitimas e
justas. Assim, a IA, quando utilizada com responsabilidade, pode melhorar a justi¢a, mas sua
implementagdo deve sempre respeitar os direitos fundamentais e preservar a atuacdo humana

na jurisdigao.
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