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XXXII CONGRESSO NACIONAL DO CONPEDI SÃO PAULO - SP

DIREITO, GOVERNANÇA E NOVAS TECNOLOGIAS I

Apresentação

Os artigos reunidos no *GT 8 – “Direito, Governança e Novas Tecnologias I”* do CONPEDI 

em São Paulo compuseram um conjunto significativo de reflexões acadêmicas sobre os 

impactos sociais, jurídicos e políticos das tecnologias digitais. As discussões evidenciaram a 

diversidade de abordagens presentes no campo, abrangendo desde desafios regulatórios até 

questões relacionadas à inclusão e aos direitos fundamentais na sociedade da informação. O 

GT foi coordenado pelos Professores Doutores *Felipe Chiarello de Souza Pinto* 

(Universidade Presbiteriana Mackenzie), *Diogo Rais Rodrigues Moreira* (Universidade 

Presbiteriana Mackenzie) e *Edmundo Alves de Oliveira* (Universidade de Araraquara).

Entre os temas apresentados, destacaram-se análises sobre *participação política, gênero e 

governança digital, com estudos que examinaram os direitos políticos das mulheres e a 

reprodução de desigualdades por meio de sistemas algorítmicos. Também foram discutidas 

perspectivas sobre **cidades inteligentes, **inclusão digital* e o uso da inteligência artificial 

como instrumento de apoio a pessoas com deficiência, apontando tanto potencialidades 

quanto limitações dessas tecnologias.

Os debates incluíram ainda reflexões sobre *movimentos sociais na internet, ciberativismo e 

seus efeitos nos processos democráticos, bem como investigações sobre **regulação 

tecnológica, com foco em modelos normativos de inteligência artificial, infocracia, soberania 

digital e responsabilidade civil. Aspectos práticos do uso da tecnologia no ambiente jurídico 

também estiveram presentes, com estudos envolvendo **crimes digitais, **herança digital, 

**georreferenciamento de imóveis* e a utilização de IA em mecanismos de resolução de 

disputas.

Além dos artigos apresentados no GT 8, *trabalhos relacionados às temáticas da digitalização 

e seus reflexos jurídicos foram apresentados em outros GTs do CONPEDI*, ampliando o 

escopo geral das discussões. Entre eles, destacam-se pesquisas sobre:

* conflitos entre *transparência processual e proteção de dados* no contexto do PJe;

* o uso da *inteligência artificial em crimes de estelionato e extorsão* e sua limitada 

abordagem jurisprudencial;



* os impactos da *IA na atuação do Poder Judiciário* e na concretização da cidadania;

* análises sobre *educação inclusiva, autismo e justiça social*, considerando a dedução 

integral de despesas educacionais no imposto de renda.

Em seu conjunto, os trabalhos apresentados nos diferentes GTs revelam a amplitude e a 

complexidade das relações entre tecnologia, direito e governança. As pesquisas demonstram 

que os desafios contemporâneos exigem abordagens multidisciplinares, éticas e regulatórias 

que considerem a centralidade das tecnologias digitais na vida social e institucional.

Prof. Dr. Felipe Chiarello de Souza Pinto

Prof. Dr. Edmundo Alves De Oliveira

Prof. Dr. Diogo Rais Rodrigues Moreira
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REGULAÇÃO DAS REDES SOCIAIS NO BRASIL E A NECESSÁRIA PROTEÇÃO 
DE CRIANÇAS E ADOLESCENTES

REGULATION OF SOCIAL MEDIA IN BRAZIL AND THE NECESSARY 
PROTECTION OF CHILDREN AND ADOLESCENTS

Grasielle Borges Vieira De Carvalho 1
Clara Cardoso Machado Jaborandy

Caroline Jacques Fraga da Silva

Resumo

A moderação de conteúdo em redes sociais tornou-se tema central no Brasil diante do 

aumento da circulação de discursos de ódio e desinformação, especialmente pela necessidade 

de proteger públicos hipervulneráveis, como crianças e adolescentes. A ideia de plataformas 

totalmente desreguladas é ilusória, pois todas já impõem regras aos usuários (Gillespie, 

2018). Nesse contexto surge a Lei nº 15.211/2025, o chamado ECA Digital, que estabelece 

parâmetros para o uso seguro das plataformas por esse público, introduzindo regras de 

proteção integral, transparência e dever de cuidado por parte das empresas de tecnologia 

(Brasil, 2025). O debate sobre a nova lei extrapola a esfera jurídica, exigindo equilíbrio entre 

liberdade de expressão, responsabilidade das plataformas e proteção da infância. Embora a 

América Latina ainda careça de consensos sólidos sobre regulação de intermediários digitais, 

o Brasil se destaca por iniciativas inovadoras, como o Marco Civil da Internet e, mais 

recentemente, o ECA Digital. A legislação busca preencher lacunas normativas e se inspira 

em experiências internacionais, como o Digital Services Act europeu e o Online Safety Bill 

britânico. Parte-se da hipótese de que a ausência de parâmetros claros limita a efetividade da 

moderação, dificultando a conciliação entre direitos fundamentais e deveres das empresas. 

Assim, questiona-se em que medida a Lei nº 15.211/2025 organiza mecanismos eficazes de 

proteção a crianças e adolescentes, considerando os desafios de fiscalização, 

responsabilização e inclusão, e como tais mecanismos dialogam ou contrastam com modelos 

internacionais de tutela digital.

Palavras-chave: Moderação de conteúdo, Eca digital, Proteção infantojuvenil, Liberdade de 
expressão, Responsabilidade das plataformas

Abstract/Resumen/Résumé

Content moderation on social media has become a central issue in Brazil due to the growing 

spread of hate speech and disinformation, especially regarding the need to protect hyper-

vulnerable groups such as children and adolescents. The idea of completely unregulated 

platforms is illusory, since all of them already impose rules on users (Gillespie, 2018). In this 

context, Law No. 15,211/2025, known as the Digital Child and Adolescent Statute (ECA 
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Digital), emerges, establishing parameters for the safe use of platforms by this specific 

audience and introducing rules of comprehensive protection, transparency, and duty of care 

by technology companies (Brazil, 2025). The debate on the new law goes beyond the strictly 

legal sphere, requiring a balance between freedom of expression, platform accountability, 

and child protection. Although Latin America still lacks solid consensus on the regulation of 

digital intermediaries, Brazil stands out for innovative initiatives such as the Marco Civil da 

Internet and, more recently, the ECA Digital. The legislation seeks to address normative gaps 

and draws inspiration from international experiences, such as the European Digital Services 

Act and the UK’s Online Safety Bill. The hypothesis is that the absence of clear parameters 

limits the effectiveness of moderation, hindering the reconciliation between fundamental 

rights and corporate duties. Thus, the key question is to what extent Law No. 15,211/2025 

establishes effective mechanisms for protecting children and adolescents, considering the 

challenges of oversight, accountability, and inclusion, and how these mechanisms interact 

with or contrast with international models of digital child protection.

Keywords/Palabras-claves/Mots-clés: Content moderation, Digital eca, Child protection, 
Freedom of expression, Platform accountability
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1 INTRODUÇÃO 

A crescente relevância da moderação de conteúdo em redes sociais no Brasil tem 

impulsionado um debate legislativo intenso, especialmente diante do aumento da circulação 

de discursos de ódio, desinformação e outros conteúdos potencialmente lesivos a direitos 

fundamentais. Neste cenário, a proteção de públicos hipervulneráveis, como crianças e 

adolescentes, emergiu como um tema central. 

A ideia de plataformas digitais totalmente desreguladas é uma utopia democrática, 

visto que todas as plataformas exercem algum nível de moderação e impõem regras aos 

usuários para garantir a sustentabilidade do serviço (Gillespie, 2018). É nesse contexto que se 

insere a Lei nº 15.211/2025, conhecida como ECA Digital, que estabelece parâmetros para o 

uso seguro das plataformas digitais por esse público específico. Esta legislação pioneira visa 

inserir regras de proteção integral, transparência e dever de cuidado por parte das empresas de 

tecnologia, articulando mecanismos de transparência e parâmetros claros para fomentar um 

ambiente digital mais seguro (Brasil, 2025). 

O debate em torno da Lei nº 15.211/2025 transcende os aspectos puramente 

jurídicos, ancorando-se na necessidade de equilibrar liberdade de expressão, responsabilidade 

das plataformas e a proteção integral das crianças e adolescentes. Embora a América Latina 

ainda careça de consensos sólidos sobre os limites e deveres dos intermediários digitais, o 

Brasil tem se destacado por propor marcos regulatórios inovadores, como o Marco Civil da 

Internet e, o ECA Digital. Esta nova lei responde a lacunas normativas específicas na proteção 

de crianças e adolescentes, inspirando-se em boas práticas internacionais, como o Digital 

Services Act (DSA) europeu e o Online Safety Bill do Reino Unido. 

Parte-se da hipótese de que a moderação de conteúdo nas plataformas digitais, 

quando desprovida de parâmetros regulatórios claros, enfrenta limitações para conciliar a 

liberdade de expressão e o dever de cuidado das empresas de tecnologia. A regulação 

introduzida pela Lei nº 15.211/2025, embora represente um avanço significativo no 

ordenamento jurídico brasileiro, ainda suscita questionamentos quanto à sua efetividade 

prática, especialmente diante dos desafios regulatórios nacionais e das experiências 

internacionais consolidadas. 

Assim, parte-se do seguinte problema: em que medida a Lei nº 15.211/2025, ao 

regular a moderação de conteúdo em redes sociais, organiza mecanismos eficazes de proteção 

específica para crianças e adolescentes, diante de desafios de fiscalização, responsabilização e 
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inclusão? E como esses mecanismos dialogam ou contrastam com experiências internacionais 

de tutela digital infantojuvenil? 

A justificativa do estudo está na urgência de compreender a efetividade das respostas 

regulatórias nacionais, diante da centralidade das crianças e adolescentes no ecossistema 

digital e do risco de retrocessos caso a legislação não seja acompanhada de mecanismos 

sólidos, fiscalização efetiva e constante atualização diante das rápidas transformações 

tecnológicas. Metodologicamente, o estudo adota uma abordagem qualitativa e 

interdisciplinar, fundamentada na análise de documentos, revisão bibliográfica e comparação 

normativa. 

2 FUNDAMENTOS DA MODERAÇÃO DE CONTEÚDO E O DEVER DE CUIDADO 

DIGITAL 

As redes sociais exercem três funções públicas centrais para o pleno funcionamento 

do ecossistema digital. Em primeiro lugar, atuam como espaços que facilitam a participação 

social e cultural, possibilitando o engajamento em manifestações artísticas, políticas e 

culturais. Em segundo lugar, desempenham o papel de organizar e estruturar conversas 

públicas, permitindo que indivíduos se encontrem, interajam e estabeleçam formas de 

comunicação mais acessíveis e dinâmicas. Por fim, as redes sociais contribuem para a 

formação e modulação da opinião pública, influenciando percepções coletivas e a própria 

dinâmica democrática (Balkin, 2021). 

A moderação de conteúdo, nesse contexto, é o conjunto de processos pelos quais as 

plataformas digitais gerenciam publicações ou contas que violam seus termos de uso, 

impactando sua visibilidade, disponibilidade ou credibilidade. Isso inclui medidas como 

remoções, suspensões temporárias, diminuição de alcance, sobreposição de avisos e adição de 

informações complementares (Oliva; Tavares; Valente, 2020). 

O termo “moderação de conteúdo” abrange, portanto, as regras, procedimentos e 

sistemas adotados pelas plataformas para gerenciar publicações, limitar seu alcance, rotular 

conteúdos como desinformação ou, ainda, suspender e excluir contas. A crescente 

preocupação com a circulação de conteúdos nocivos e a insatisfação com a forma como as 

questões fundamentais da esfera pública digital são abordadas têm reforçado a demanda por 

maior transparência. A relevância das decisões tomadas por um número limitado de 

plataformas, que concentram um volume expressivo de usuários, e a maneira como essas 

decisões são implementadas, tornam-se pontos centrais do debate. Adicionalmente, o acesso 

restrito a informações sobre os processos de moderação contribui para um ambiente de 

incerteza e opacidade. 
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Em virtude de tais fatores, em 2024, a Comissão Interamericana de Direitos 

Humanos (CIDH, 2025), por meio da Relatoria Especial para a Liberdade de Expressão 

(RELE), alertou para a deterioração do debate público, associando a violência online a riscos 

reais de violência física. Nesse contexto, a CIDH abriu um diálogo multissetorial sobre 

moderação de conteúdo da internet e liberdade de expressão. A primeira atividade foi 

realizada com a audiência temática “Moderação de conteúdo da Internet e liberdade de 

expressão nas Américas” (Comisión Interamericana de Derechos Humanos, 2021, p. 1). O 

objetivo era identificar práticas concretas de moderação que pudessem reduzir danos sem 

comprometer direitos fundamentais, fornecendo insumos não vinculantes para padrões 

interamericanos. 

Em complemento a essa iniciativa regional, no plano global, durante a conferência 

mundial da UNESCO para o Dia Mundial da Liberdade de Imprensa, foi lançado o 

documento “Deixando o Sol Entrar: Transparência e Prestação de Contas na Era Digital” 

(Unesco, 2021). Nele se apresenta uma terceira via entre a sobrregulação estatal dos 

conteúdos, que tem resultado em restrições desproporcionais aos direitos humanos, e uma 

abordagem de laissez-faire que não conseguiu lidar de forma eficaz com conteúdos 

problemáticos, como incitação ao ódio e desinformação. 

No Brasil, o debate sobre moderação de conteúdo e responsabilização de plataformas 

digitais assume contornos próprios, materializados em marcos regulatórios como o Marco 

Civil da Internet (Lei nº 12.965/2014), o Projeto de Lei nº 2.630/2020 (Lei Brasileira de 

Liberdade, Responsabilidade e Transparência na Internet) e, mais recentemente, a Lei nº 

15.211/2025 (Proteção de crianças e adolescentes em ambientes digitais). Essas iniciativas 

representam tentativas paradigmáticas de estruturar a regulação digital, servindo como 

referência para o debate nacional sobre direitos fundamentais e a atuação de intermediários 

digitais. Entre essas, a tutela da infância e da juventude tem recebido atenção crescente, 

consolidando-se como uma dimensão prioritária da regulação digital no Brasil. 

À luz do ordenamento jurídico brasileiro, a proteção integral de crianças e 

adolescentes está intrinsecamente ligada ao dever de cuidado. Este princípio, tradicionalmente 

compartilhado entre família, sociedade e Estado, estende-se agora aos intermediários 

tecnológicos, dada a centralidade das plataformas digitais na vida social. Diversos marcos 

legais refletem essa lógica, delineando obrigações específicas de proteção à infância e 

adolescência. A Lei Geral de Proteção de Dados - Lei nº 13.709/2018 (Brasil, 2018), em seu 

artigo 14, estabelece regras para o tratamento de dados pessoais de crianças e adolescentes, 

reconhecendo-os como grupos vulneráveis. A proteção da imagem de crianças e adolescentes 
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é fundamentada na Constituição Federal de 1988 (Brasil, 1988), no Código Civil de 2002 

(Brasil, 2002) e no Estatuto da Criança e do Adolescente (ECA) de 1990.  

A promulgação da Lei nº 8.069/1990 representou uma mudança profunda no direito 

da criança e do adolescente, ao adotar a Doutrina da Proteção Integral. Essa abordagem 

reconhece que todas as crianças e adolescentes possuem direitos próprios e específicos, 

demandando tutela diferenciada e completa devido à sua condição de desenvolvimento 

(Brasil, 1990). O Estatuto da Criança e do Adolescente, ao garantir em seu artigo 1º a 

proteção integral, fundamenta-se no princípio da Convenção sobre os Direitos da Criança, 

reproduzindo o que já estava na Declaração Universal dos Direitos da Criança de 1959, que 

assegurava proteção contra negligência, crueldade, exploração e tráfico. Dessa forma, a 

legislação brasileira atual consagra uma perspectiva doutrinária que transforma crianças e 

adolescentes em sujeitos plenos de direitos, em linha com a ideia de Lefort sobre “o direito a 

ter direitos” (Veronese, 2013). Neste sentido, destaca-se a importância do dever de cuidado e 

proteção das famílias das crianças e adolescentes em todos os âmbitos da vida, inclusive o 

digital. 

Outro princípio de importante destaque é o princípio do melhor interesse da criança 

de do adolescente, que decorre diretamente da proteção integral. Está previsto no “art. 3° da 

Convenção, e determina que devem ser levados em consideração as necessidades da criança 

para a tomada de decisões judiciais, estimando e orientando as suas exigências naturais” 

(Bauer; Ardigó, 2012, p 1241). 

Dessa forma, segundo Silva (2022) , permeando-se esta temática, verifica-se que, 

como resultado dessa ampla exposição de crianças e adolescentes na internet, os seus direitos 

constitucionalmente assegurados podem ser colocados em risco e sofrer graves violações no 

meio virtual, por isso, deve-se sempre priorizar a doutrina da proteção integral e também o 

melhor interesse da criança e do adolescente, com vistas a promover uma navegação online 

segura a esta faixa etária, com proteção de seus direitos. 

Os direitos personalíssimos das crianças e adolescentes possuem caráter especial em 

razão de sua condição peculiar de desenvolvimento. O artigo 227 da Constituição Federal 

impõe à família, à sociedade e ao Estado o dever de assegurar, com absoluta prioridade, a 

efetivação desses direitos, incluindo a proteção contra negligência, exploração, violência ou 

opressão. O ECA, alinhado à doutrina da proteção integral, reafirma essa lógica ao dispor, no 

artigo 15, que crianças e adolescentes têm direito à liberdade, ao respeito e à dignidade, e no 

artigo 17, que o respeito abrange a inviolabilidade da integridade física, psíquica e moral, 

incluindo a preservação da imagem e identidade. No plano civil, o artigo 20 do Código Civil 
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reforça a tutela da imagem, prevendo que sua utilização, divulgação ou exposição sem 

autorização é ilícita, salvo em hipóteses de interesse público ou judicial, ensejando 

indenização por danos causados à honra, à boa fama ou à respeitabilidade. 

Esse conjunto normativo demonstra que o dever de cuidado não se limita a uma 

obrigação ética, mas já se encontra positivado em diferentes níveis do ordenamento. 

Em 2024, o Conselho Nacional dos Direitos da Criança e do Adolescente 

(CONANDA) instituiu a Resolução nº 245, que trata da proteção dos direitos de crianças e 

adolescentes no ambiente digital. Esta resolução determina que tanto o Poder Público quanto 

as empresas devem desenvolver iniciativas de conscientização sobre os direitos e riscos que 

esse público enfrenta ao interagir com o mundo digital, incluindo os benefícios e perigos 

relacionados ao uso de produtos e serviços digitais. Nesse panorama, a Lei nº 15.211/2025 

consolida o dever de cuidado como enfoque balizador principal, buscando estabelecer 

diretrizes para um ecossistema digital mais seguro e assegurar a efetivação dos direitos 

fundamentais de crianças e adolescentes. Conforme o artigo 6º da Lei nº 15.211/2025, 

fornecedores de produtos ou serviços de tecnologia da informação, voltadas a crianças e 

adolescentes devem adotar medidas adequadas no design e na operação para prevenir e 

reduzir riscos de exploração e abuso sexual. 

Entre os diversos instrumentos previstos na lei, a verificação etária se mostra 

essencial. Ela não apenas limita o acesso a conteúdos inadequados, mas permite a aplicação 

das demais medidas de proteção ao público infanto-juvenil, como restrição de coleta de dados 

e publicidade direcionada. Sem um controle de idade eficaz, torna-se inviável implementar 

corretamente essas proteções. Diante disso, é indispensável a conscientização dos 

responsáveis legais sobre os riscos dos acessos de crianças e adolescentes no ambiente virtual, 

sendo necessário ferramentas de controle parental e o efetivo acompanhamento deste grupo 

hipervulnerável. 

Atualmente a maioria das plataformas digitais estabelece 13 anos como idade 

mínima para cadastro, seguindo a Children’s Online Privacy Protection Act (COPPA) dos 

Estados Unidos, que veda a coleta de dados de menores sem consentimento dos pais. Para 

usuários entre 13 e 17 anos, há apenas orientações gerais de controle parental, sem exigência 

concreta de verificação do responsável. 

A Lei nº 15.211/2025, portanto, reforça diretrizes essenciais para a proteção integral 

de crianças e adolescentes, incluindo: a efetivação do dever de cuidado das plataformas, a 

garantia de respeito aos direitos infantojuvenis desde o desenvolvimento e uso das tecnologias 

(direitos por design), a avaliação e mitigação de riscos, a transparência e prestação de contas, 
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a responsabilidade de impedir a propagação de conteúdos prejudiciais, a oferta de 

configurações de proteção padrão, diretrizes para monitoramento parental e a proibição do uso 

de perfilamento para fins comerciais. 

No cenário internacional, o Reino Unido, por meio do Online Safety Act é um novo 

conjunto de normas que protege crianças e adultos no ambiente digital. Ela impõe uma série 

de novos deveres às empresas de redes sociais e serviços de busca, tornando-as mais 

responsáveis pela segurança de seus usuários em suas plataformas. A Lei atribui aos 

provedores a obrigação de implementar sistemas e processos destinados a reduzir os riscos de 

que seus serviços sejam usados para atividades ilegais, além de remover conteúdos ilegais 

quando estes surgirem (Department for Science, Innovation & Technology, 2023). 

As proteções mais rigorosas previstas na Lei foram concebidas para as crianças. As 

plataformas serão obrigadas a impedir o acesso de menores a conteúdos prejudiciais e 

inadequados para a idade, bem como a oferecer a pais e crianças meios claros e acessíveis de 

relatar problemas online quando eles ocorrerem. A Ofcom é a reguladora independente de 

Online Safety. Ela define, em códigos de prática, as etapas que os provedores podem adotar 

para cumprir suas obrigações de segurança. Dessa forma, a Ofcom publicou diretrizes sobre o 

uso de mecanismos de verificação de idade (age assurance) para impedir que crianças 

acessem pornografia online, exigindo que plataformas que publiquem seu próprio conteúdo 

pornográfico (Part 5 services) implementem verificações robustas e realizem avaliações de 

acesso de crianças (children’s access assessment) para determinar a probabilidade de seu 

serviço ser acessado por menores. O ponto central desse esquema regulatório é a imposição de 

um dever de cuidado (duty of care). 

Na Europa, a moderação de conteúdos voltados a crianças e adolescentes é regulada 

pelo Digital Services Act (DSA), que define um conjunto de regras rigorosas para plataformas 

digitais, enfatizando a transparência, a responsabilização e a salvaguarda dos direitos 

fundamentais dos usuários, com atenção especial aos menores de idade (Legal Fronts 

Institute, 2025). O DSA determina que as plataformas obtenham o consentimento dos 

responsáveis legais para o tratamento de dados pessoais de crianças com menos de 16 anos 

(com flexibilidade para os Estados-membros reduzirem até 13 anos). Além disso, a legislação 

estabelece a necessidade de adoção de mecanismos de verificação etária e ferramentas de 

controle parental. As plataformas digitais são obrigadas a atuar com celeridade na remoção de 

conteúdos ilegais ou prejudiciais que possam impactar crianças e adolescentes, abrangendo 

situações de abuso, assédio e exploração, e devem oferecer mecanismos para que os menores 

reportem tais abusos e recebam suporte. 
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A abordagem europeia segue a regra do “notice and take down” (notificar e 

remover), que obriga as plataformas a criar mecanismos para que usuários reportem 

conteúdos ilegais, com avaliação e decisão da plataforma sobre a remoção, registro em banco 

de dados público para transparência, direito de apelo, canais de contestação, relatórios anuais 

de moderação e termos de uso acessíveis (Legal Fronts Institute, 2025). 

A Earn It Act, projeto apresentado no Congresso dos EUA propõe medidas 

legislativas para prevenir e combater a exploração sexual infantil online. A lei busca alterar a 

Communications Decency Act para permitir que provedores de serviços interativos sejam 

sujeitos à responsabilidade civil federal e estadual e à responsabilidade criminal estadual sob 

as leis de pornografia infantil, aprimorar os mecanismos de denúncia por meio do National 

Center for Missing and Exploited Children (NCMEC) e atualizar a terminologia, substituindo 

o termo “pornografia infantil” por “material de abuso sexual infantil”. Além disso, a 

legislação prevê a criação de uma Comissão de especialistas para desenvolver melhores 

práticas recomendadas e considera ações envolvendo serviços de mensagens criptografadas. 

Essa iniciativa exemplifica como a regulação nacional pode estruturar a moderação de 

conteúdos e a proteção de públicos vulneráveis em plataformas digitais (Julien, 2020). 

Destarte a proteção online de crianças e adolescentes deve ser considerada como 

parte da transformação social, econômica, política e tecnológica, à qual o direito deve 

procurar respostas para cumprir seu papel de racionalizar as necessidades da sociedade por 

intermédio da consolidação do dever de cuidado também por parte dos intermediários das 

plataformas. O dever de cuidado não se restringe a um mecanismo técnico de compliance 

regulatório, mas decorre de uma base institucional mais ampla: os deveres fundamentais. Sob 

a ótica do princípio da fraternidade, defendido por Jaborandy (2016), tais deveres impõem às 

plataformas digitais obrigações positivas de prevenção, mitigação de riscos e transparência, 

especialmente na proteção de públicos em situações de risco. Sendo assim, a urgência dessa 

demanda social é condição sine qua non para a efetivação de direitos diante de um cenário 

que se configura extremamente prejudicial para essa faixa etária. 

Conforme destacado por Ana Frazão (2021), no parecer Dever geral de cuidado das 

plataformas diante de crianças e adolescentes, no ordenamento jurídico brasileiro, já se 

reconhece a existência de um dever geral de cuidado nas relações contratuais, derivado, entre 

outras bases, da boa-fé objetiva, princípio fundamental dos contratos que exige das partes 

comportamentos pautados pela lealdade e confiança mútua. 

A discussão acerca do dever de cuidado evidencia que a regulação das plataformas 

transcende a simples atribuição de responsabilidades civis ou a aplicação de sanções 
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administrativas, alcançando a integração de deveres constitucionais como guia orientador das 

práticas empresariais. Segundo Frazão (2021, p. 30), o dever de cuidado ganha reforço diante 

da conclusão, já pacífica, de que a relação entre plataformas e usuários é uma relação 

contratual de consumo. De fato, a suposta “gratuidade” das plataformas digitais como 

pretenso obstáculo para a caracterização da relação de consumo já se encontra há muito 

superada. 

No mesmo sentido Bioni (2019, p. 162-163) destaca que na economia da atenção “os 

dados pessoais são a moeda de troca pelo bem de consumo”. Ao mesmo tempo, o conceito de 

accountability envolve dois elementos principais: a transparência, que se refere à divulgação 

de informações, e a sujeição a controle externo, incluindo a aplicação de sanções quando 

necessário (Zingales, 2021 apud Organisation for Economic Co-operation and Development, 

2014; Schedler, 1999). Esses elementos se relacionam com práticas como vigilância, 

monitoramento, supervisão, controle, restrição, exposição pública e punição, que visam 

garantir que o exercício do poder siga regras estabelecidas (Schedler, 1999). A forma como 

esses mecanismos se manifestam na prática depende de quem é responsabilizado, pelo que se 

é responsabilizado e a quem as contas devem ser prestadas (Zingales, 2021). 

A análise demonstra que a proteção de crianças e adolescentes nas plataformas 

digitais depende de diretrizes claras, verificáveis e proporcionais. De maneira semelhante, a 

experiência internacional também evidencia que dever de cuidado, transparência e 

mecanismos de contestação são essenciais para equilibrar segurança e liberdade de expressão. 

Como consequência de tais fatores, a existência de um “corpo eletrônico” (Rodotá, 

2005), além do físico, requer proteção equivalente e respeito. Isso se deve ao fato de que a 

proteção de crianças e adolescentes é dever compartilhado, cabendo não apenas aos pais e 

responsáveis legais, mas também aos governos e às empresas. 

3 A LEI Nº 15.211/2025 E OS DESAFIOS REGULATÓRIOS NO BRASIL 

A lei nº 15.211/2025 representa um marco fundamental na proteção de crianças e 

adolescentes no ambiente digital brasileiro, estabelecendo diretrizes fundamentais para a 

segurança e desenvolvimento saudável desse público vulnerável. Para compreender os 

desafios regulatórios que a lei impõe, é necessário analisar seus dispositivos mais relevantes. 

Sancionada com o objetivo de estabelecer parâmetros para o uso seguro das 

plataformas digitais por esse público vulnerável, a lei insere regras de proteção integral, 

transparência e dever de cuidado por parte das empresas de tecnologia. Sua criação reflete a 

crescente preocupação com os riscos inerentes ao ambiente online, como a exposição a 
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conteúdos inadequados, a exploração sexual, o cyberbullying e a desinformação, que podem 

comprometer o desenvolvimento saudável e a segurança de crianças e adolescentes. 

O Artigo 6º, especialmente, estabelece que os fornecedores de produtos ou serviços 

de tecnologia da informações voltadas as crianças e adolescentes devem adotar medidas 

adequadas no design e na operação para prevenir e reduzir riscos de exploração e abuso 

sexual. Isso implica uma abordagem proativa das plataformas, que devem incorporar a 

proteção dos direitos infantojuvenis desde a concepção e desenvolvimento de suas 

tecnologias, o que é conhecido como “direitos por design” (Fernandes, 2020; Dallasta Del 

Grossi, 2024). Este dispositivo reforça o art. 227 da CF sobre a responsabilização 

compartilhada entre Estado, família, sociedade e plataformas para garantir um ambiente 

digital seguro e inclusivo. A lei implica, assim, que a segurança não seja uma medida reativa, 

mas um elemento intrínseco nas tecnologias direcionadas ao público infantojuvenil. 

A transparência e a prestação de contas são outros pilares da lei previstos nos artigos 

8º e 9º. As plataformas são obrigadas a fornecer informações claras e acessíveis sobre suas 

políticas de moderação de conteúdo, os algoritmos utilizados e as medidas de segurança 

implementadas. Essa exigência visa combater a opacidade que historicamente tem 

caracterizado as operações das grandes empresas de tecnologia, permitindo que usuários, pais, 

responsáveis e órgãos reguladores compreendam melhor como as decisões de moderação são 

tomadas e como os dados de crianças e adolescentes são tratados. A prestação de contas se 

torna, assim, um elemento crucial para a construção de um ambiente digital mais seguro e 

confiável (Frazão, 2023). 

A verificação etária destaca-se como um dos instrumentos centrais da lei, 

representando uma resposta normativa ao desafio do controle de acesso e proteção de crianças 

e adolescentes em plataformas digitais. Diferente das práticas até então predominantes, em 

que a maioria das plataformas estabelece 13 anos como idade mínima para cadastro (seguindo 

o modelo da Children’s Online Privacy Protection Act – COPPA, dos EUA), porém sem 

mecanismos rigorosos de verificação, a lei avança ao exigir métodos de verificação etária 

robustos e confiáveis (Fundação Maria Cecília Souto Vidigal, 2025). 

Ao vedar, por exemplo, a autodeclaração de idade e ao estabelecer a necessidade de 

mecanismos técnicos seguros para comprovação da idade dos usuários, a lei reafirma a 

proteção integral do público infantojuvenil. Adicionalmente, prevê que contas de menores de 

16 anos em redes sociais estejam vinculadas a um responsável legal, e incentiva a adoção de 

ferramentas de monitoramento parental, contribuindo, assim, para uma abordagem protetiva 

358



padrão e para o engajamento dos responsáveis no acompanhamento da navegação digital dos 

menores (Instituto Brasileiro de Direito e Família, 2025). 

Embora represente um passo fundamental, a verificação etária depende fortemente 

não apenas da inovação tecnológica das plataformas, mas do engajamento das famílias, 

instituições escolares e da sociedade civil. Sem soluções técnicas seguras e acessíveis – como 

validação documental, biometria ou vinculação obrigatória de contas a responsáveis legais, 

corre-se o risco de o controle de idade tornar-se mera formalidade, ineficaz para impedir 

exposição a riscos digitais. Ademais, a eficácia dessas ferramentas está condicionada à 

promoção de uma cultura de proteção e educação digital, exigindo campanhas formativas para 

pais e responsáveis, que ajudem a garantir a efetiva fruição dos direitos infantojuvenis, 

principalmente em comunidades vulneráveis que enfrentam problemas de acesso à internet e 

dispositivos tecnológicos. 

A criação de uma autoridade administrativa autônoma para fiscalizar e aplicar a lei é 

imprescindível. A transformação recente da Autoridade Nacional de Proteção de Dados 

(ANPD) em agência reguladora fortalece sua capacidade operacional, ampliando a autonomia 

decisória, técnica e sancionatória (Governo Digital, 2025). 

No entanto, efetividade prática requer investimento contínuo em recursos humanos, 

qualificação de equipes multidisciplinares e articulação internacional para regular empresas 

baseadas fora do Brasil e adaptar-se ao ritmo acelerado de inovação tecnológica global. 

Outro desafio central reside na harmonização do novo estatuto com o arcabouço 

legal já consolidado, como o Marco Civil da Internet e a Lei Geral de Proteção de Dados 

(LGPD). Sobreposição de competências, divergências conceituais e lacunas normativas 

podem gerar insegurança jurídica, dificultando a aplicação eficaz das políticas protetivas. O 

equilíbrio entre proteção de dados, liberdade de expressão e incentivo à inovação tecnológica 

requer uma dosimetria cuidadosa das decisões regulatórias, evitando excessos tanto em 

restrições quanto em permissividade, sem sufocar o desenvolvimento de novos serviços 

digitais (Borelli, 2025). 

A efetividade da implementação do ECA Digital também depende da superação da 

exclusão digital e do desenvolvimento de ferramentas de controle parental acessíveis, 

conforme recomendam as melhores práticas internacionais. O desafio é especialmente crítico 

em regiões mais carentes, onde a infraestrutura tecnológica é precária e o acesso à informação 

pouco difundido. A lei prevê a proibição do perfilamento comercial de crianças e impõe 

responsabilidade às plataformas pela filtragem de conteúdos prejudiciais, mas tais medidas só 
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serão robustas se acompanhadas de programas educacionais e de inclusão digital para toda a 

sociedade (Governo Digital, 2025). 

Em suma, a Lei nº 15.211/2025 representa um avanço crucial na proteção de crianças 

e adolescentes no ambiente digital brasileiro, ao estabelecer diretrizes claras sobre dever de 

cuidado, transparência e verificação etária. Contudo, sua efetividade dependerá da superação 

de desafios regulatórios complexos, que envolvem a capacidade de fiscalização, a 

harmonização legislativa, o equilíbrio entre direitos e a promoção de uma cultura de 

segurança digital que engaje todos os atores sociais, também por meio da conscientização 

social e sensibilização sobre os riscos, consequências e necessidade de efetiva proteção das 

crianças e adolescentes. 

4 CONCLUSÃO 

A partir da narrativa desenvolvida, percebe-se que a Lei nº 15.211/2025  inaugura no 

Brasil um arranjo normativo mais denso para a tutela de crianças e adolescentes no ambiente 

digital, estruturado nos eixos de dever de cuidado, transparência e verificação etária. Ao 

deslocar o foco do “caso a caso” para obrigações sistêmicas de prevenção e mitigação de 

riscos, a lei protetiva alinha o país às melhores práticas internacionais e reconhece que a 

arquitetura das plataformas — e não apenas conteúdos isolados — condiciona a exposição de 

crianças e adolescentes a danos. 

Esse avanço, contudo, só produzirá efeitos materiais se vier acompanhado de (i) 

diretrizes técnicas claras e proporcionais por tipo e porte de serviço, (ii) capacidade 

regulatória especializada e coordenada, e (iii) mecanismos verificáveis de prestação de contas. 

A harmonização fina com o Marco Civil da Internet e a LGPD é condição para evitar zonas 

cinzentas entre liberdade de expressão, proteção de dados e segurança online; a integração 

com políticas educacionais e de inclusão digital é indispensável para não transformar a 

verificação etária em barreira simbólica, ineficaz ou excludente. 

Do ponto de vista de desenho regulatório, recomenda-se: (1) definição de 

procedimentos mínimos de devida diligência (governança de riscos, avaliações periódicas, 

auditorias independentes e relatórios públicos com dados desagregados por país); (2) 

parâmetros técnicos para verificação etária robusta, auditável e privacy-preserving, com 

padrões escalonados por risco e porte; (3) regras de transparência algorítmica focadas em 

efeitos (explicabilidade acionável, trilhas de decisão e canais efetivos de contestação); (4) 

co-regulação com metas mensuráveis e supervisão pública; e (5) coordenação 

interinstitucional (ANPD, Ministério Público, órgãos de defesa do consumidor, segurança 
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pública, educação e a participação ativa das famílias), com protocolos de atuação, proteção e 

competências nítidas. 

Há, ainda, limites e alertas. O risco de overblocking e de efeitos inibidores sobre a 

expressão exige salvaguardas processuais (notificação, justificativa, recurso e restauração 

célere), avaliação de impactos em direitos fundamentais e monitoramento de vieses em 

sistemas automatizados de moderação. A assimetria de recursos entre grandes plataformas e 

serviços menores justifica obrigações proporcionais; já a dimensão transnacional da execução 

regulatória recomenda cooperação internacional e arranjos de enforcement que alcancem 

empresas sem presença jurídica local. 

Como agenda de pesquisa e implementação, destacam-se: estudos longitudinais sobre 

eficácia de verificação etária e medidas de privacy by design; métricas públicas de risco e 

dano voltadas ao público infantojuvenil; testes controlados (sandboxes) para soluções de age 

assurance com proteção de privacidade; avaliação periódica do equilíbrio entre remoção, 

redução de alcance e medidas de empoderamento do usuário; e desenvolvimento de 

competências sociolinguísticas na moderação para contextos brasileiros diversos. 

Em síntese, a proteção infantojuvenil no ecossistema digital brasileiro dependerá 

menos de listar proibições e mais de consolidar uma cultura regulatória de cuidado: orientada 

a riscos, proporcional, transparente e auditável. Implementado nesses termos, a lei tem 

potencial para reduzir danos sem corroer o espaço democrático da expressão, transformando 

dever de cuidado em prática institucional mensurável — e não em fórmula abstrata. A 

prioridade, em última instância, é garantir que crianças e adolescentes participem do ambiente 

online de maneira segura, digna e inclusiva, com a corresponsabilidade de Estado, famílias, 

escolas, sociedade civil e, sobretudo, das plataformas que lucram com sua presença. 
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