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XXXII CONGRESSO NACIONAL DO CONPEDI SAO PAULO - SP
DIREITO, GOVERNANCA E NOVASTECNOLOGIASI

Apresentacdo

Os artigos reunidos no *GT 8 — “Direito, Governanca e Novas Tecnologias I”* do CONPEDI
em S&0 Paulo compuseram um conjunto significativo de reflexdes académicas sobre os
impactos sociais, juridicos e politicos das tecnologias digitais. As discussdes evidenciaram a
diversidade de abordagens presentes no campo, abrangendo desde desafios regulatérios até
questBes relacionadas a inclusdo e aos direitos fundamentais na sociedade da informagdo. O
GT foi coordenado pelos Professores Doutores *Felipe Chiarello de Souza Pinto*
(Universidade Preshiteriana Mackenzie), *Diogo Rais Rodrigues Moreira* (Universidade
Presbiteriana Mackenzie) e * Edmundo Alves de Oliveira* (Universidade de Araraquara).

Entre os temas apresentados, destacaram-se andlises sobre * participacdo politica, género e
governanca digital, com estudos que examinaram os direitos politicos das mulheres e a
reproducdo de desigualdades por meio de sistemas algoritmicos. Também foram discutidas
perspectivas sobre ** cidades inteligentes, **inclusdo digital* e o uso dainteligéncia artificial
como instrumento de apoio a pessoas com deficiéncia, apontando tanto potencialidades
guanto limitagdes dessas tecnol ogias.

Os debates incluiram ainda reflexdes sobre * movimentos sociais na internet, ciberativismo e
seus efeitos nos processos democraticos, bem como investigagdes sobre **regulacdo

tecnol 6gica, com foco em modelos normativos de inteligéncia artificial, infocracia, soberania
digital e responsabilidade civil. Aspectos préticos do uso da tecnologia no ambiente juridico
também estiveram presentes, com estudos envolvendo **crimes digitais, ** heranca digital,
** georreferenciamento de iméveis* e a utilizagdo de IA em mecanismos de resolucdo de
disputas.

Além dos artigos apresentados no GT 8, *trabal hos relacionados as teméticas da digitalizacdo
e seus reflexos juridicos foram apresentados em outros GTs do CONPEDI*, ampliando o
escopo geral das discussdes. Entre eles, destacam-se pesquisas sobre:

* conflitos entre * transparéncia processual e protecdo de dados* no contexto do PJe;

* 0 uso da *inteligéncia artificial em crimes de estelionato e extorsdo* e sua limitada
abordagem jurisprudencial;



* osimpactos da* A naatuacdo do Poder Judici&rio* e na concretizacdo da cidadania;

* andlises sobre *educacdo inclusiva, autismo e justica social*, considerando a deducéo
integral de despesas educacionais no imposto de renda.

Em seu conjunto, os trabalhos apresentados nos diferentes GTs revelam a amplitude e a
complexidade das relacdes entre tecnologia, direito e governanca. As pesquisas demonstram
gue os desafios contemporaneos exigem abordagens multidisciplinares, éticas e regulatérias
gue considerem a centralidade das tecnologias digitais na vida social e institucional.

Prof. Dr. Felipe Chiarello de Souza Pinto

Prof. Dr. Edmundo Alves De Oliveira

Prof. Dr. Diogo Rais Rodrigues Moreira



REGULACAO DASREDES SOCIAISNO BRASIL E A NECESSARIA PROTECAO
DE CRIANCASE ADOLESCENTES

REGULATION OF SOCIAL MEDIA IN BRAZIL AND THE NECESSARY
PROTECTION OF CHILDREN AND ADOLESCENTS

GrasielleBorges Vieira De Carvalho 1
Clara Cardoso Machado Jabor andy
Caroline Jacques Fraga da Silva

Resumo

A moderacdo de contelido em redes sociais tornou-se tema central no Brasil diante do
aumento da circulagdo de discursos de 6dio e desinformagao, especialmente pela necessidade
de proteger publicos hipervulnerdveis, como criangas e adolescentes. A ideia de plataformas
totalmente desreguladas é ilusbria, pois todas ja impdem regras aos usuarios (Gillespie,
2018). Nesse contexto surge a Lei n° 15.211/2025, o chamado ECA Digital, que estabelece
par@metros para 0 uso seguro das plataformas por esse publico, introduzindo regras de
protecdo integral, transparéncia e dever de cuidado por parte das empresas de tecnologia
(Brasil, 2025). O debate sobre anova lei extrapola a esfera juridica, exigindo equilibrio entre
liberdade de expressdo, responsabilidade das plataformas e protegdo da infancia. Embora a
América Latina ainda carega de consensos solidos sobre regulacdo de intermediarios digitais,
0 Brasil se destaca por iniciativas inovadoras, como o Marco Civil da Internet e, mais
recentemente, 0 ECA Digital. A legislaggo busca preencher lacunas normativas e se inspira
em experiéncias internacionais, como o Digital Services Act europeu e o Online Safety Bill
briténico. Parte-se da hipotese de que a auséncia de parametros claros limita a efetividade da
moderacdo, dificultando a conciliagdo entre direitos fundamentais e deveres das empresas.
Assim, questiona-se em que medida a Lei n°® 15.211/2025 organiza mecanismos eficazes de
protecdo a criangas e adolescentes, considerando os desafios de fiscalizagéo,
responsabilizagdo e inclusio, e como tais mecanismos dialogam ou contrastam com modelos
internacionais de tutela digital.

Palavras-chave: Moderacéo de contetdo, Ecadigital, Protecdo infantojuvenil, Liberdade de
expressao, Responsabilidade das plataformas

Abstract/Resumen/Résumé

Content moderation on social media has become a central issue in Brazil due to the growing
spread of hate speech and disinformation, especialy regarding the need to protect hyper-
vulnerable groups such as children and adolescents. The idea of completely unregulated

platformsisillusory, since al of them already impose rules on users (Gillespie, 2018). In this

! I he Dicital Child and Addl ;

1 Coordenadora do Programa de Mestrado e Doutorado em Direitos Humanos da Universidade Tiradentes/SE.
Doutora em Direito pela Universidade Preshiteriana Mackenzie em S&o Paulo. Mestre em Direito Penal pela
PUC -SP.
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Digital), emerges, establishing parameters for the safe use of platforms by this specific
audience and introducing rules of comprehensive protection, transparency, and duty of care
by technology companies (Brazil, 2025). The debate on the new law goes beyond the strictly
legal sphere, requiring a balance between freedom of expression, platform accountability,
and child protection. Although Latin America till lacks solid consensus on the regulation of
digital intermediaries, Brazil stands out for innovative initiatives such as the Marco Civil da
Internet and, more recently, the ECA Digital. The legidation seeks to address normative gaps
and draws inspiration from international experiences, such as the European Digital Services
Act and the UK’s Online Safety Bill. The hypothesis is that the absence of clear parameters
limits the effectiveness of moderation, hindering the reconciliation between fundamental
rights and corporate duties. Thus, the key question is to what extent Law No. 15,211/2025
establishes effective mechanisms for protecting children and adolescents, considering the
challenges of oversight, accountability, and inclusion, and how these mechanisms interact
with or contrast with international models of digital child protection.

K eywor ds/Palabr as-claves/M ots-clés. Content moderation, Digital eca, Child protection,
Freedom of expression, Platform accountability
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1 INTRODUCAO

A crescente relevancia da moderacao de conteudo em redes sociais no Brasil tem
impulsionado um debate legislativo intenso, especialmente diante do aumento da circulagdo
de discursos de odio, desinformacdo e outros conteudos potencialmente lesivos a direitos
fundamentais. Neste cenario, a protecdo de publicos hipervulneraveis, como criangas e
adolescentes, emergiu como um tema central.

A ideia de plataformas digitais totalmente desreguladas ¢ uma utopia democratica,
visto que todas as plataformas exercem algum nivel de moderacdo e impdem regras aos
usuarios para garantir a sustentabilidade do servigo (Gillespie, 2018). E nesse contexto que se
insere a Lei n° 15.211/2025, conhecida como ECA Digital, que estabelece parametros para o
uso seguro das plataformas digitais por esse publico especifico. Esta legislagdo pioneira visa
inserir regras de protecdo integral, transparéncia e dever de cuidado por parte das empresas de
tecnologia, articulando mecanismos de transparéncia e parametros claros para fomentar um
ambiente digital mais seguro (Brasil, 2025).

O debate em torno da Lei n® 15.211/2025 transcende os aspectos puramente
juridicos, ancorando-se na necessidade de equilibrar liberdade de expressao, responsabilidade
das plataformas e a prote¢ao integral das criancas ¢ adolescentes. Embora a América Latina
ainda carega de consensos solidos sobre os limites e deveres dos intermedidrios digitais, o
Brasil tem se destacado por propor marcos regulatorios inovadores, como o Marco Civil da
Internet e, 0 ECA Digital. Esta nova lei responde a lacunas normativas especificas na protecao
de criancas e adolescentes, inspirando-se em boas praticas internacionais, como o Digital
Services Act (DSA) europeu e o Online Safety Bill do Reino Unido.

Parte-se da hipotese de que a moderagdao de conteudo nas plataformas digitais,
quando desprovida de parametros regulatérios claros, enfrenta limitagdes para conciliar a
liberdade de expressdo e o dever de cuidado das empresas de tecnologia. A regulagdo
introduzida pela Lei n° 15.211/2025, embora represente um avango significativo no
ordenamento juridico brasileiro, ainda suscita questionamentos quanto a sua efetividade
pratica, especialmente diante dos desafios regulatorios nacionais e das experiéncias
internacionais consolidadas.

Assim, parte-se do seguinte problema: em que medida a Lei n® 15.211/2025, ao
regular a moderagao de conteido em redes sociais, organiza mecanismos eficazes de protecao

especifica para criancas e adolescentes, diante de desafios de fiscalizacdo, responsabilizacdo e
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inclusao? E como esses mecanismos dialogam ou contrastam com experiéncias internacionais
de tutela digital infantojuvenil?

A justificativa do estudo esta na urgéncia de compreender a efetividade das respostas
regulatorias nacionais, diante da centralidade das criancas e adolescentes no ecossistema
digital e do risco de retrocessos caso a legislacdo ndo seja acompanhada de mecanismos
solidos, fiscalizacdo efetiva e constante atualizagdo diante das rapidas transformagdes
tecnologicas. Metodologicamente, o estudo adota uma abordagem qualitativa e
interdisciplinar, fundamentada na andlise de documentos, revisdo bibliografica e comparagao
normativa.

2 FUNDAMENTOS DA MODERACAO DE CONTEUDO E O DEVER DE CUIDADO
DIGITAL

As redes sociais exercem trés fungdes publicas centrais para o pleno funcionamento
do ecossistema digital. Em primeiro lugar, atuam como espagos que facilitam a participagao
social e cultural, possibilitando o engajamento em manifestacdes artisticas, politicas e
culturais. Em segundo lugar, desempenham o papel de organizar e estruturar conversas
publicas, permitindo que individuos se encontrem, interajam e estabelecam formas de
comunica¢cdo mais acessiveis e dindmicas. Por fim, as redes sociais contribuem para a
formagdo e modulacdo da opinido publica, influenciando percepcdes coletivas e a propria
dindmica democratica (Balkin, 2021).

A moderacdo de contetido, nesse contexto, ¢ o conjunto de processos pelos quais as
plataformas digitais gerenciam publicacdes ou contas que violam seus termos de uso,
impactando sua visibilidade, disponibilidade ou credibilidade. Isso inclui medidas como
remogdes, suspensdes temporarias, diminuicao de alcance, sobreposicao de avisos e adicao de
informacdes complementares (Oliva; Tavares; Valente, 2020).

O termo “moderacdo de conteudo” abrange, portanto, as regras, procedimentos e
sistemas adotados pelas plataformas para gerenciar publicagdes, limitar seu alcance, rotular
conteudos como desinformacdo ou, ainda, suspender e excluir contas. A crescente
preocupacdo com a circulacdo de contetidos nocivos e a insatisfagdo com a forma como as
questdes fundamentais da esfera publica digital sdo abordadas tém refor¢ado a demanda por
maior transparéncia. A relevancia das decisdes tomadas por um numero limitado de
plataformas, que concentram um volume expressivo de usudrios, € a maneira como €ssas
decisoes sdo implementadas, tornam-se pontos centrais do debate. Adicionalmente, o acesso
restrito a informagdes sobre os processos de moderagdo contribui para um ambiente de

incerteza e opacidade.
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Em virtude de tais fatores, em 2024, a Comissdo Interamericana de Direitos
Humanos (CIDH, 2025), por meio da Relatoria Especial para a Liberdade de Expressdo
(RELE), alertou para a deterioracdo do debate publico, associando a violéncia online a riscos
reais de violéncia fisica. Nesse contexto, a CIDH abriu um didlogo multissetorial sobre
moderacdo de conteudo da internet e liberdade de expressdo. A primeira atividade foi
realizada com a audiéncia tematica “Modera¢do de conteido da Internet e liberdade de
expressao nas Ameéricas” (Comision Interamericana de Derechos Humanos, 2021, p. 1). O
objetivo era identificar praticas concretas de moderacdo que pudessem reduzir danos sem
comprometer direitos fundamentais, fornecendo insumos ndo vinculantes para padrdes
interamericanos.

Em complemento a essa iniciativa regional, no plano global, durante a conferéncia
mundial da UNESCO para o Dia Mundial da Liberdade de Imprensa, foi langcado o
documento “Deixando o Sol Entrar: Transparéncia e Prestagdo de Contas na Era Digital”
(Unesco, 2021). Nele se apresenta uma terceira via entre a sobrregulacdo estatal dos
conteudos, que tem resultado em restrigdes desproporcionais aos direitos humanos, € uma
abordagem de laissez-faire que nao conseguiu lidar de forma eficaz com conteudos
problematicos, como incitagdo ao 6dio e desinformacao.

No Brasil, o debate sobre moderagao de contetido e responsabilizacdo de plataformas
digitais assume contornos proprios, materializados em marcos regulatdrios como o Marco
Civil da Internet (Lei n® 12.965/2014), o Projeto de Lei n° 2.630/2020 (Lei Brasileira de
Liberdade, Responsabilidade e Transparéncia na Internet) e, mais recentemente, a Lei n°
15.211/2025 (Prote¢ao de criangas e adolescentes em ambientes digitais). Essas iniciativas
representam tentativas paradigmaticas de estruturar a regulagdo digital, servindo como
referéncia para o debate nacional sobre direitos fundamentais e a atuacao de intermediarios
digitais. Entre essas, a tutela da infincia e da juventude tem recebido ateng¢do crescente,
consolidando-se como uma dimensao prioritaria da regulagao digital no Brasil.

A luz do ordenamento juridico brasileiro, a protecdo integral de criangas e
adolescentes estd intrinsecamente ligada ao dever de cuidado. Este principio, tradicionalmente
compartilhado entre familia, sociedade e Estado, estende-se agora aos intermediarios
tecnologicos, dada a centralidade das plataformas digitais na vida social. Diversos marcos
legais refletem essa logica, delineando obrigacdes especificas de protecdo a infancia e
adolescéncia. A Lei Geral de Protegao de Dados - Lei n° 13.709/2018 (Brasil, 2018), em seu
artigo 14, estabelece regras para o tratamento de dados pessoais de criangas e adolescentes,

reconhecendo-os como grupos vulneraveis. A prote¢ao da imagem de criancas e adolescentes
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¢ fundamentada na Constituicdo Federal de 1988 (Brasil, 1988), no Cddigo Civil de 2002
(Brasil, 2002) e no Estatuto da Crianga e do Adolescente (ECA) de 1990.

A promulgagdo da Lei n° 8.069/1990 representou uma mudanga profunda no direito
da crianga e do adolescente, ao adotar a Doutrina da Prote¢do Integral. Essa abordagem
reconhece que todas as criancas e adolescentes possuem direitos proprios e especificos,
demandando tutela diferenciada e completa devido a sua condi¢do de desenvolvimento
(Brasil, 1990). O Estatuto da Crianga ¢ do Adolescente, ao garantir em seu artigo 1° a
prote¢do integral, fundamenta-se no principio da Convengao sobre os Direitos da Crianga,
reproduzindo o que ja estava na Declaragcdo Universal dos Direitos da Crianga de 1959, que
assegurava protecdo contra negligéncia, crueldade, explora¢do e trafico. Dessa forma, a
legislacao brasileira atual consagra uma perspectiva doutrindria que transforma criancas e
adolescentes em sujeitos plenos de direitos, em linha com a ideia de Lefort sobre “o direito a
ter direitos” (Veronese, 2013). Neste sentido, destaca-se a importancia do dever de cuidado e
protecdo das familias das criangas e adolescentes em todos os ambitos da vida, inclusive o
digital.

Outro principio de importante destaque ¢ o principio do melhor interesse da crianga
de do adolescente, que decorre diretamente da protecdo integral. Estd previsto no “art. 3° da
Convengao, ¢ determina que devem ser levados em consideragdo as necessidades da crianga
para a tomada de decisdes judiciais, estimando e orientando as suas exigéncias naturais”
(Bauer; Ardigo, 2012, p 1241).

Dessa forma, segundo Silva (2022) , permeando-se esta tematica, verifica-se que,
como resultado dessa ampla exposi¢ao de criangas e adolescentes na internet, os seus direitos
constitucionalmente assegurados podem ser colocados em risco e sofrer graves violagdes no
meio virtual, por isso, deve-se sempre priorizar a doutrina da protecdo integral e também o
melhor interesse da crianga e do adolescente, com vistas a promover uma navegacao online
segura a esta faixa etaria, com protecdo de seus direitos.

Os direitos personalissimos das criancas € adolescentes possuem carater especial em
razado de sua condi¢do peculiar de desenvolvimento. O artigo 227 da Constituicdo Federal
impoe a familia, a sociedade e ao Estado o dever de assegurar, com absoluta prioridade, a
efetivacdo desses direitos, incluindo a protecdo contra negligéncia, exploragdo, violéncia ou
opressao. O ECA, alinhado a doutrina da prote¢ao integral, reafirma essa logica ao dispor, no
artigo 15, que criangas e adolescentes tém direito a liberdade, ao respeito e a dignidade, e no
artigo 17, que o respeito abrange a inviolabilidade da integridade fisica, psiquica e moral,

incluindo a preservag¢do da imagem e identidade. No plano civil, o artigo 20 do Cddigo Civil
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reforca a tutela da imagem, prevendo que sua utiliza¢do, divulgacdo ou exposi¢do sem
autorizacdo € ilicita, salvo em hipdteses de interesse publico ou judicial, ensejando
indenizagao por danos causados a honra, a boa fama ou a respeitabilidade.

Esse conjunto normativo demonstra que o dever de cuidado ndo se limita a uma
obrigacdo ética, mas ja se encontra positivado em diferentes niveis do ordenamento.

Em 2024, o Conselho Nacional dos Direitos da Crianca e do Adolescente
(CONANDA) instituiu a Resolugdao n® 245, que trata da protecao dos direitos de criangas e
adolescentes no ambiente digital. Esta resolucdo determina que tanto o Poder Publico quanto
as empresas devem desenvolver iniciativas de conscientizagdo sobre os direitos e riscos que
esse publico enfrenta ao interagir com o mundo digital, incluindo os beneficios e perigos
relacionados ao uso de produtos e servicos digitais. Nesse panorama, a Lei n® 15.211/2025
consolida o dever de cuidado como enfoque balizador principal, buscando estabelecer
diretrizes para um ecossistema digital mais seguro e assegurar a efetivacdo dos direitos
fundamentais de criancas e adolescentes. Conforme o artigo 6° da Lei n° 15.211/2025,
fornecedores de produtos ou servicos de tecnologia da informagdo, voltadas a criancas e
adolescentes devem adotar medidas adequadas no design e na operacdo para prevenir e
reduzir riscos de exploracdo e abuso sexual.

Entre os diversos instrumentos previstos na lei, a verificagdo etaria se mostra
essencial. Ela ndo apenas limita o acesso a conteudos inadequados, mas permite a aplicagao
das demais medidas de prote¢do ao publico infanto-juvenil, como restricdo de coleta de dados
e publicidade direcionada. Sem um controle de idade eficaz, torna-se inviavel implementar
corretamente essas protegoes. Diante disso, ¢ indispensdvel a conscientizagdo dos
responsaveis legais sobre os riscos dos acessos de criancas e adolescentes no ambiente virtual,
sendo necessario ferramentas de controle parental e o efetivo acompanhamento deste grupo
hipervulneravel.

Atualmente a maioria das plataformas digitais estabelece 13 anos como idade
minima para cadastro, seguindo a Children’s Online Privacy Protection Act (COPPA) dos
Estados Unidos, que veda a coleta de dados de menores sem consentimento dos pais. Para
usudrios entre 13 e 17 anos, ha apenas orientagdes gerais de controle parental, sem exigéncia
concreta de verificacao do responsavel.

A Lei n° 15.211/2025, portanto, refor¢a diretrizes essenciais para a prote¢do integral
de criangas e adolescentes, incluindo: a efetivacdo do dever de cuidado das plataformas, a
garantia de respeito aos direitos infantojuvenis desde o desenvolvimento e uso das tecnologias

(direitos por design), a avaliacdo e mitigagdo de riscos, a transparéncia e prestacdo de contas,
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a responsabilidade de impedir a propagacdo de conteudos prejudiciais, a oferta de
configuragdes de protecdo padrao, diretrizes para monitoramento parental e a proibi¢dao do uso
de perfilamento para fins comerciais.

No cendrio internacional, o Reino Unido, por meio do Online Safety Act ¢ um novo
conjunto de normas que protege criancas e adultos no ambiente digital. Ela impde uma série
de novos deveres as empresas de redes sociais e servicos de busca, tornando-as mais
responsaveis pela seguranga de seus usuarios em suas plataformas. A Lei atribui aos
provedores a obrigacdo de implementar sistemas e processos destinados a reduzir os riscos de
que seus servicos sejam usados para atividades ilegais, além de remover conteudos ilegais
quando estes surgirem (Department for Science, Innovation & Technology, 2023).

As protegOes mais rigorosas previstas na Lei foram concebidas para as criangas. As
plataformas serdo obrigadas a impedir o acesso de menores a contetidos prejudiciais e
inadequados para a idade, bem como a oferecer a pais e criangas meios claros e acessiveis de
relatar problemas online quando eles ocorrerem. A Ofcom ¢ a reguladora independente de
Online Safety. Ela define, em codigos de pratica, as etapas que os provedores podem adotar
para cumprir suas obriga¢des de seguranga. Dessa forma, a Ofcom publicou diretrizes sobre o
uso de mecanismos de verificagdo de idade (age assurance) para impedir que criangas
acessem pornografia online, exigindo que plataformas que publiquem seu proprio contetido
pornografico (Part 5 services) implementem verificagdes robustas e realizem avaliagdes de
acesso de criangas (children’s access assessment) para determinar a probabilidade de seu
servigo ser acessado por menores. O ponto central desse esquema regulatério € a imposicao de
um dever de cuidado (duty of care).

Na Europa, a moderacao de contetidos voltados a criancas e adolescentes ¢ regulada
pelo Digital Services Act (DSA), que define um conjunto de regras rigorosas para plataformas
digitais, enfatizando a transparéncia, a responsabilizacdo e a salvaguarda dos direitos
fundamentais dos usuarios, com atengdo especial aos menores de idade (Legal Fronts
Institute, 2025). O DSA determina que as plataformas obtenham o consentimento dos
responsaveis legais para o tratamento de dados pessoais de criancas com menos de 16 anos
(com flexibilidade para os Estados-membros reduzirem até 13 anos). Além disso, a legislacao
estabelece a necessidade de adog¢dao de mecanismos de verificacdo etaria ¢ ferramentas de
controle parental. As plataformas digitais sdo obrigadas a atuar com celeridade na remocgao de
conteudos ilegais ou prejudiciais que possam impactar criancas ¢ adolescentes, abrangendo
situacdes de abuso, assédio e exploracdo, e devem oferecer mecanismos para que oS menores

reportem tais abusos e recebam suporte.
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A abordagem europeia segue a regra do “notice and take down” (notificar e
remover), que obriga as plataformas a criar mecanismos para que usudrios reportem
conteudos ilegais, com avaliagdo e decisdo da plataforma sobre a remocgao, registro em banco
de dados publico para transparéncia, direito de apelo, canais de contestagdo, relatorios anuais
de moderac¢ao e termos de uso acessiveis (Legal Fronts Institute, 2025).

A Earn It Act, projeto apresentado no Congresso dos EUA propde medidas
legislativas para prevenir € combater a exploragao sexual infantil online. A lei busca alterar a
Communications Decency Act para permitir que provedores de servigos interativos sejam
sujeitos a responsabilidade civil federal e estadual e a responsabilidade criminal estadual sob
as leis de pornografia infantil, aprimorar os mecanismos de dentincia por meio do National
Center for Missing and Exploited Children (NCMEC) e atualizar a terminologia, substituindo
o termo “pornografia infantil” por “material de abuso sexual infantil”. Além disso, a
legislacdo prevé a criagdo de uma Comissdo de especialistas para desenvolver melhores
praticas recomendadas e considera a¢des envolvendo servigos de mensagens criptografadas.
Essa iniciativa exemplifica como a regulacdo nacional pode estruturar a moderacao de
contetidos e a protecdo de publicos vulneraveis em plataformas digitais (Julien, 2020).

Destarte a prote¢do online de criangas e adolescentes deve ser considerada como
parte da transformacdo social, econdmica, politica e tecnoldgica, a qual o direito deve
procurar respostas para cumprir seu papel de racionalizar as necessidades da sociedade por
intermédio da consolidagdo do dever de cuidado também por parte dos intermediarios das
plataformas. O dever de cuidado ndo se restringe a um mecanismo técnico de compliance
regulatdrio, mas decorre de uma base institucional mais ampla: os deveres fundamentais. Sob
a Otica do principio da fraternidade, defendido por Jaborandy (2016), tais deveres impdem as
plataformas digitais obrigacdes positivas de preven¢ao, mitigacdo de riscos e transparéncia,
especialmente na prote¢do de publicos em situacdes de risco. Sendo assim, a urgéncia dessa
demanda social é condi¢do sine qua non para a efetivacdo de direitos diante de um cendrio
que se configura extremamente prejudicial para essa faixa etaria.

Conforme destacado por Ana Frazao (2021), no parecer Dever geral de cuidado das
plataformas diante de criangas e adolescentes, no ordenamento juridico brasileiro, ja se
reconhece a existéncia de um dever geral de cuidado nas relagdes contratuais, derivado, entre
outras bases, da boa-fé objetiva, principio fundamental dos contratos que exige das partes
comportamentos pautados pela lealdade e confianga mutua.

A discussdo acerca do dever de cuidado evidencia que a regula¢do das plataformas

transcende a simples atribui¢do de responsabilidades civis ou a aplicagdo de sangdes
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administrativas, alcan¢ando a integracao de deveres constitucionais como guia orientador das
praticas empresariais. Segundo Frazao (2021, p. 30), o dever de cuidado ganha refor¢o diante
da conclusdo, ja pacifica, de que a relagdo entre plataformas e usuarios ¢ uma relagao
contratual de consumo. De fato, a suposta “gratuidade” das plataformas digitais como
pretenso obstidculo para a caracterizacdo da relacdo de consumo ja se encontra hd muito
superada.

No mesmo sentido Bioni (2019, p. 162-163) destaca que na economia da aten¢ao “os
dados pessoais sdo a moeda de troca pelo bem de consumo”. Ao mesmo tempo, o conceito de
accountability envolve dois elementos principais: a transparéncia, que se refere a divulgacao
de informagdes, ¢ a sujei¢do a controle externo, incluindo a aplicacdo de sangdes quando
necessario (Zingales, 2021 apud Organisation for Economic Co-operation and Development,
2014; Schedler, 1999). Esses elementos se relacionam com praticas como vigilancia,
monitoramento, supervisdo, controle, restricdo, exposi¢do publica e punicdo, que visam
garantir que o exercicio do poder siga regras estabelecidas (Schedler, 1999). A forma como
esses mecanismos se manifestam na pratica depende de quem ¢ responsabilizado, pelo que se
¢ responsabilizado e a quem as contas devem ser prestadas (Zingales, 2021).

A andlise demonstra que a protecdo de criangas e adolescentes nas plataformas
digitais depende de diretrizes claras, verificaveis e proporcionais. De maneira semelhante, a
experiéncia internacional também evidencia que dever de cuidado, transparéncia e
mecanismos de contestacdo sdo essenciais para equilibrar seguranca e liberdade de expressao.

Como consequéncia de tais fatores, a existéncia de um “corpo eletronico” (Rodota,
2005), além do fisico, requer protecdo equivalente e respeito. Isso se deve ao fato de que a
protecao de criancas e adolescentes ¢ dever compartilhado, cabendo ndo apenas aos pais e
responsaveis legais, mas também aos governos € as empresas.

3 A LEI N° 15.211/2025 E OS DESAFIOS REGULATORIOS NO BRASIL

A lei n® 15.211/2025 representa um marco fundamental na prote¢do de criancas e
adolescentes no ambiente digital brasileiro, estabelecendo diretrizes fundamentais para a
seguranca ¢ desenvolvimento saudavel desse publico vulneravel. Para compreender os
desafios regulatorios que a lei impde, € necessario analisar seus dispositivos mais relevantes.

Sancionada com o objetivo de estabelecer parametros para o uso seguro das
plataformas digitais por esse publico vulneravel, a lei insere regras de protecdo integral,
transparéncia ¢ dever de cuidado por parte das empresas de tecnologia. Sua criagao reflete a

crescente preocupacdo com 0s riscos inerentes ao ambiente online, como a exposi¢cdo a
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conteudos inadequados, a exploragdo sexual, o cyberbullying e a desinformacao, que podem
comprometer o desenvolvimento saudavel e a seguranca de criangas e adolescentes.

O Artigo 6°, especialmente, estabelece que os fornecedores de produtos ou servigos
de tecnologia da informagdes voltadas as criancas e adolescentes devem adotar medidas
adequadas no design e na operagdo para prevenir e reduzir riscos de exploracdo e abuso
sexual. Isso implica uma abordagem proativa das plataformas, que devem incorporar a
protecao dos direitos infantojuvenis desde a concep¢ao e desenvolvimento de suas
tecnologias, o que ¢ conhecido como “direitos por design” (Fernandes, 2020; Dallasta Del
Grossi, 2024). Este dispositivo reforca o art. 227 da CF sobre a responsabilizagdo
compartilhada entre Estado, familia, sociedade e plataformas para garantir um ambiente
digital seguro e inclusivo. A lei implica, assim, que a segurang¢a nao seja uma medida reativa,
mas um elemento intrinseco nas tecnologias direcionadas ao publico infantojuvenil.

A transparéncia e a prestacdo de contas sdo outros pilares da lei previstos nos artigos
8° e 9° As plataformas sdo obrigadas a fornecer informagdes claras e acessiveis sobre suas
politicas de moderacdo de contetido, os algoritmos utilizados e as medidas de seguranca
implementadas. Essa exigéncia visa combater a opacidade que historicamente tem
caracterizado as operagdes das grandes empresas de tecnologia, permitindo que usuarios, pais,
responsaveis e orgaos reguladores compreendam melhor como as decisdes de moderacao sao
tomadas e como os dados de criangas e adolescentes sdo tratados. A prestagdao de contas se
torna, assim, um elemento crucial para a constru¢cdo de um ambiente digital mais seguro e
confiavel (Frazdo, 2023).

A verificagdo etaria destaca-se como um dos instrumentos centrais da lei,
representando uma resposta normativa ao desafio do controle de acesso e prote¢do de criangas
e adolescentes em plataformas digitais. Diferente das praticas até entdo predominantes, em
que a maioria das plataformas estabelece 13 anos como idade minima para cadastro (seguindo
o modelo da Children’s Online Privacy Protection Act — COPPA, dos EUA), porém sem
mecanismos rigorosos de verificagdo, a lei avanca ao exigir métodos de verificagdo etéria
robustos e confiaveis (Fundacao Maria Cecilia Souto Vidigal, 2025).

Ao vedar, por exemplo, a autodeclaracdo de idade e ao estabelecer a necessidade de
mecanismos técnicos seguros para comprovagdo da idade dos usudrios, a lei reafirma a
protecao integral do publico infantojuvenil. Adicionalmente, prevé que contas de menores de
16 anos em redes sociais estejam vinculadas a um responsavel legal, e incentiva a adoc¢ao de

ferramentas de monitoramento parental, contribuindo, assim, para uma abordagem protetiva
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padrdo e para o engajamento dos responsaveis no acompanhamento da navegagao digital dos
menores (Instituto Brasileiro de Direito e Familia, 2025).

Embora represente um passo fundamental, a verificagdo etaria depende fortemente
ndo apenas da inovacdo tecnologica das plataformas, mas do engajamento das familias,
instituicdes escolares e da sociedade civil. Sem solugdes técnicas seguras e acessiveis — como
validagdo documental, biometria ou vinculagdo obrigatoria de contas a responsaveis legais,
corre-se o risco de o controle de idade tornar-se mera formalidade, ineficaz para impedir
exposi¢do a riscos digitais. Ademais, a eficicia dessas ferramentas esta condicionada a
promocao de uma cultura de protecdo e educagdo digital, exigindo campanhas formativas para
pais e responsaveis, que ajudem a garantir a efetiva fruicdo dos direitos infantojuvenis,
principalmente em comunidades vulneraveis que enfrentam problemas de acesso a internet e
dispositivos tecnologicos.

A criacdo de uma autoridade administrativa autdnoma para fiscalizar e aplicar a lei é
imprescindivel. A transformagdo recente da Autoridade Nacional de Protecdo de Dados
(ANPD) em agéncia reguladora fortalece sua capacidade operacional, ampliando a autonomia
decisoria, técnica e sancionatdria (Governo Digital, 2025).

No entanto, efetividade pratica requer investimento continuo em recursos humanos,
qualificacdo de equipes multidisciplinares e articulagdo internacional para regular empresas
baseadas fora do Brasil e adaptar-se ao ritmo acelerado de inovacao tecnologica global.

Outro desafio central reside na harmonizacdo do novo estatuto com o arcabouco
legal ja consolidado, como o Marco Civil da Internet e a Lei Geral de Prote¢do de Dados
(LGPD). Sobreposi¢cao de competéncias, divergéncias conceituais e lacunas normativas
podem gerar inseguranca juridica, dificultando a aplicagdo eficaz das politicas protetivas. O
equilibrio entre protecdo de dados, liberdade de expressdo e incentivo a inovagao tecnologica
requer uma dosimetria cuidadosa das decisdes regulatorias, evitando excessos tanto em
restricdes quanto em permissividade, sem sufocar o desenvolvimento de novos servigos
digitais (Borelli, 2025).

A efetividade da implementacdo do ECA Digital também depende da superagao da
exclusdo digital e do desenvolvimento de ferramentas de controle parental acessiveis,
conforme recomendam as melhores praticas internacionais. O desafio é especialmente critico
em regioes mais carentes, onde a infraestrutura tecnoldgica € precaria e o acesso a informagao
pouco difundido. A lei prevé a proibicdo do perfilamento comercial de criangas e impoe

responsabilidade as plataformas pela filtragem de contetidos prejudiciais, mas tais medidas s6
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serdo robustas se acompanhadas de programas educacionais e de inclusdo digital para toda a
sociedade (Governo Digital, 2025).

Em suma, a Lei n® 15.211/2025 representa um avanco crucial na protecao de criangas
e adolescentes no ambiente digital brasileiro, ao estabelecer diretrizes claras sobre dever de
cuidado, transparéncia e verificagdo etaria. Contudo, sua efetividade dependera da superacao
de desafios regulatorios complexos, que envolvem a capacidade de fiscalizagdo, a
harmonizagdo legislativa, o equilibrio entre direitos ¢ a promog¢do de uma cultura de
seguranga digital que engaje todos os atores sociais, também por meio da conscientizagdo
social e sensibilizacdo sobre os riscos, consequéncias e necessidade de efetiva protecao das
criancas ¢ adolescentes.
4 CONCLUSAO

A partir da narrativa desenvolvida, percebe-se que a Lei n® 15.211/2025 inaugura no
Brasil um arranjo normativo mais denso para a tutela de criancas e adolescentes no ambiente
digital, estruturado nos eixos de dever de cuidado, transparéncia e verificacdo etaria. Ao
deslocar o foco do “caso a caso” para obrigacdes sistémicas de prevencao e mitigacdo de
riscos, a lei protetiva alinha o pais as melhores praticas internacionais e reconhece que a
arquitetura das plataformas — e ndo apenas contetidos isolados — condiciona a exposi¢ao de
criancas ¢ adolescentes a danos.

Esse avanco, contudo, s6 produzirda efeitos materiais se vier acompanhado de (i)
diretrizes técnicas claras e proporcionais por tipo e porte de servigo, (ii) capacidade
regulatoria especializada e coordenada, e (iii) mecanismos verificaveis de prestacdo de contas.
A harmonizagdo fina com o Marco Civil da Internet e a LGPD ¢ condigdo para evitar zonas
cinzentas entre liberdade de expressao, protecdo de dados e seguranca online; a integracao
com politicas educacionais e de inclusdo digital ¢ indispensavel para nao transformar a
verificacao etaria em barreira simbolica, ineficaz ou excludente.

Do ponto de vista de desenho regulatorio, recomenda-se: (1) defini¢do de
procedimentos minimos de devida diligéncia (governanca de riscos, avaliagdes periodicas,
auditorias independentes e relatdrios publicos com dados desagregados por pais); (2)
parametros técnicos para verificacdo etdria robusta, auditavel e privacy-preserving, com
padrdes escalonados por risco e porte; (3) regras de transparéncia algoritmica focadas em
efeitos (explicabilidade acionavel, trilhas de decisdao e canais efetivos de contestagdo); (4)
co-regulacio com metas mensuraveis e supervisao publica; e (5) coordenacao

interinstitucional (ANPD, Ministério Publico, 6rgaos de defesa do consumidor, seguranca
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publica, educagdo e a participacdo ativa das familias), com protocolos de atuagdo, protecdo e
competéncias nitidas.

Ha, ainda, limites e alertas. O risco de overblocking e de efeitos inibidores sobre a
expressdo exige salvaguardas processuais (notificacdo, justificativa, recurso e restauracao
célere), avaliacdo de impactos em direitos fundamentais e monitoramento de vieses em
sistemas automatizados de moderacdo. A assimetria de recursos entre grandes plataformas e
servicos menores justifica obrigagdes proporcionais; ja a dimensao transnacional da execugao
regulatoria recomenda cooperagdo internacional e arranjos de enforcement que alcancem
empresas sem presenca juridica local.

Como agenda de pesquisa e implementagdo, destacam-se: estudos longitudinais sobre
eficacia de verificagdo etaria e medidas de privacy by design; métricas publicas de risco e
dano voltadas ao publico infantojuvenil; testes controlados (sandboxes) para solucdes de age
assurance com protecdo de privacidade; avaliacdo periddica do equilibrio entre remocgao,
reducdo de alcance e medidas de empoderamento do usudrio; e desenvolvimento de
competéncias sociolinguisticas na moderagdo para contextos brasileiros diversos.

Em sintese, a protecdo infantojuvenil no ecossistema digital brasileiro dependera
menos de listar proibicdes e mais de consolidar uma cultura regulatdria de cuidado: orientada
a riscos, proporcional, transparente e auditdvel. Implementado nesses termos, a lei tem
potencial para reduzir danos sem corroer o espaco democratico da expressao, transformando
dever de cuidado em pratica institucional mensuravel — e ndo em férmula abstrata. A
prioridade, em Ultima instancia, ¢ garantir que criangas e adolescentes participem do ambiente
online de maneira segura, digna e inclusiva, com a corresponsabilidade de Estado, familias,
escolas, sociedade civil e, sobretudo, das plataformas que lucram com sua presenca.
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