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XXXII CONGRESSO NACIONAL DO CONPEDI SAO PAULO - SP
DIREITO, GOVERNANCA E NOVASTECNOLOGIASI

Apresentacdo

Os artigos reunidos no *GT 8 — “Direito, Governanca e Novas Tecnologias I”* do CONPEDI
em S&0 Paulo compuseram um conjunto significativo de reflexdes académicas sobre os
impactos sociais, juridicos e politicos das tecnologias digitais. As discussdes evidenciaram a
diversidade de abordagens presentes no campo, abrangendo desde desafios regulatérios até
questBes relacionadas a inclusdo e aos direitos fundamentais na sociedade da informagdo. O
GT foi coordenado pelos Professores Doutores *Felipe Chiarello de Souza Pinto*
(Universidade Preshiteriana Mackenzie), *Diogo Rais Rodrigues Moreira* (Universidade
Presbiteriana Mackenzie) e * Edmundo Alves de Oliveira* (Universidade de Araraquara).

Entre os temas apresentados, destacaram-se andlises sobre * participacdo politica, género e
governanca digital, com estudos que examinaram os direitos politicos das mulheres e a
reproducdo de desigualdades por meio de sistemas algoritmicos. Também foram discutidas
perspectivas sobre ** cidades inteligentes, **inclusdo digital* e o uso dainteligéncia artificial
como instrumento de apoio a pessoas com deficiéncia, apontando tanto potencialidades
guanto limitagdes dessas tecnol ogias.

Os debates incluiram ainda reflexdes sobre * movimentos sociais na internet, ciberativismo e
seus efeitos nos processos democraticos, bem como investigagdes sobre **regulacdo

tecnol 6gica, com foco em modelos normativos de inteligéncia artificial, infocracia, soberania
digital e responsabilidade civil. Aspectos préticos do uso da tecnologia no ambiente juridico
também estiveram presentes, com estudos envolvendo **crimes digitais, ** heranca digital,
** georreferenciamento de iméveis* e a utilizagdo de IA em mecanismos de resolucdo de
disputas.

Além dos artigos apresentados no GT 8, *trabal hos relacionados as teméticas da digitalizacdo
e seus reflexos juridicos foram apresentados em outros GTs do CONPEDI*, ampliando o
escopo geral das discussdes. Entre eles, destacam-se pesquisas sobre:

* conflitos entre * transparéncia processual e protecdo de dados* no contexto do PJe;

* 0 uso da *inteligéncia artificial em crimes de estelionato e extorsdo* e sua limitada
abordagem jurisprudencial;



* osimpactos da* A naatuacdo do Poder Judici&rio* e na concretizacdo da cidadania;

* andlises sobre *educacdo inclusiva, autismo e justica social*, considerando a deducéo
integral de despesas educacionais no imposto de renda.

Em seu conjunto, os trabalhos apresentados nos diferentes GTs revelam a amplitude e a
complexidade das relacdes entre tecnologia, direito e governanca. As pesquisas demonstram
gue os desafios contemporaneos exigem abordagens multidisciplinares, éticas e regulatérias
gue considerem a centralidade das tecnologias digitais na vida social e institucional.

Prof. Dr. Felipe Chiarello de Souza Pinto

Prof. Dr. Edmundo Alves De Oliveira

Prof. Dr. Diogo Rais Rodrigues Moreira



DISCRIMINACAO ALGORITMICA DE GENERO NO MERCADO DE TRABALHO
ALGORITHMIC GENDER DISCRIMINATION IN THE LABOR MARKET

Juliana Aparecida de Jesus Pires 1
Osmar Fernando Gongalves Barreto 2
Irineu Francisco Barreto Junior 3

Resumo

O presente artigo analisa a discriminac&o algoritmica de género em sistemas de Inteligéncia
Artificial (1A), com foco nos impactos no mercado de trabalho e nos processos seletivos
automatizados. Reconhece-se que, embora aparentem neutralidade e objetividade, os

algoritmos podem reproduzir, legitimar e até intensificar desigualdades histéricas,

especialmente contra as mulheres, implicando em préticas de misoginia estrutural. A

pesquisa, baseada em revisdo bibliografica, normativa e no estudo de caso da Amazon (no
qual um algoritmo de recrutamento reproduziu comportamentos machistas na selecéo para
cargos de engenharia), avalia a suficiéncia da Constituicéo Federal, daLel Gera de Protecéo
de Dados (LGPD), do Projeto de Lei n° 2338/2023 e da legislagdo trabalhista frente aos
desafios éticos e juridicos da IA. Conclui-se pela necessidade de um marco regulatério mais
robusto, pautado em enfoque interseccional, multissetorial e orientado pelos direitos
humanos, capaz de assegurar a equidade de género, ainclusdo socia e a protegdo dos direitos
fundamentai s na sociedade da informag&o.

Palavras-chave: Discriminacdo algoritmica, Género, Inteligéncia artificial, Mercado de
trabalho, Legislacéo

Abstract/Resumen/Résumeé

The present article analyzes algorithmic gender discrimination in Artificial Intelligence (Al)
systems, focusing on the impacts on the labor market and in the automated selection
processes. It recognizes that, although they appear neutral and objective, algorithms can
reproduce, legitimize, and even intensify historical inequalities, especially against women,
implying practices of structural misogyny. The research, based on a review of the literature,
regulations, and the Amazon case study (in which a recruitment algorithm reproduced sexist

1 Mestranda em Direito pela FMU/SP. Especialista em Direito Civil e Processo Civil pela PUC/MG.
Especialista em Psicopedagogia pela UNESA/MG. Graduada em Direito pela FMU/SP. Graduada em
Pedagogia pela PUC/MG. Advogada.

2 Doutor em Direito pela FADISP. Mestre em Direito pela FMU/SP. Pés-graduado em Direito e Processo do
Trabalho pelo Damésio Educacional/SP. Professor de graduagdo em Direito da FMU/SP. Advogado civilista
[trabalhista.

3 Pés Doutor em Sociologia pela USP e Doutor pela PUC-SP. Docente do PPG em Direito da Sociedade da
Informag&o e do Direito FMU-SP. Analista de Pesquisas CCDEP Seade FAPESP.
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behaviors in the selection process for engineering positions), assesses the adequacy of the
Federal Constitution, the General Data Protection Law (LGPD), Bill No. 2338/2023, and
labor legidation in the face of the ethical and legal challenges of Al. It concludes that thereis
aneed for amore robust regulatory framework, based on an intersectional, multisectoral, and
human rights-oriented approach, capable of ensuring gender equality, socia inclusion, and
the protection of fundamental rights in the information society.

K eywor dg/Palabr as-claves/M ots-clés. Algorithmic discrimination, Gender, Artificial
intelligence, Labor market. legislation
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INTRODUCAO

O artigo analisa a discriminacdo algoritmica de género diante do uso crescente da
Inteligéncia Artificial (IA) em processos decisorios no mercado de trabalho. Parte da premissa
de que tais tecnologias, embora apresentadas como neutras, podem reproduzir ou intensificar
desigualdades historicas contra as mulheres.

A pesquisa utiliza revisdo bibliografica, normativa e estudo de caso (Amazon) para
verificar se a legislagéo brasileira atual, como a Constituicdo, a LGPD e projetos em tramitacéo,
é suficiente para enfrentar esses riscos ou se demanda regulamentacéo especifica.

O trabalho organiza-se em quatro capitulos: (i) impactos da | A e automacao nas relagdes
laborais; (ii) vieses algoritmicos e desigualdade de género; (iii) analise do caso Amazon e suas
liches; (iv) exame do marco regulatdrio brasileiro.

Conclui com recomendacdes para uma governanca algoritmica ética, transparente e

sensivel as questdes de género no mercado de trabalho.
1 INTELIGENCIA ARTIFICIAL E ALGORITMOS NO MERCADO DE TRABALHO

A ascensdo da era digital engendrou transformacgdes substanciais no cenério
corporativo, sobressaindo-se “a automac¢do como uma das inovagdes mais emblematicas e
impactantes desse novo paradigma” (Jardim Filho, 2018, p. 18). Ao longo das tltimas décadas,
as mudancas tecnoldgicas tem “impulsionado a implementacdo de sistemas automatizados nos
processos administrativos, visando ndo apenas a eficiéncia operacional, mas também a reducao
de custos e a mitigacao de erros humanos” (Oliveira, 2018, p. 42).

A automacdo administrativa destaca-se como eixo central na modernizacao
organizacional, sendo impulsionada pela “transformacdo digital, que, por meio da inovagdo
tecnoldgica, redefine modelos operacionais e promove maior eficiéncia” (Kubota, 2024, p.
342). A automacdo dos referidos processos tende a elevar a eficiéncia operacional, ao mesmo
tempo em que “libera os profissionais para atuarem em atividades estratégicas, como a tomada
de decisbes e a promocdo da inovacado, contribuindo para a modernizacdo e a competitividade
organizacional” (Portela, 2018, p. 1054).

Nesse contexto, destaca-se a perspectiva na qual, indica que embora a “automagio
possa reduzir a necessidade de trabalho manual, ela frequentemente cria novas funcgdes que
exigem habilidades mais avancadas, promovendo uma evolu¢do nas qualificagOes

profissionais” (Bessen, 2019, p. 589).
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Outra dificuldade relevante consiste na complexidade de compatibilizar os sistemas de
automacao com os procedimentos operacionais previamente adotados pela organizacao. N&o se
restringe a automagéo que vai “além da substitui¢do humana, ao possibilitar a integragdo entre

sistemas e equipes, promovendo maior eficiéncia organizacional” (Rogers, 2017, p. 230).

A 1A promove a automacdo em diversos nichos sociais, mas nada disso seria possivel
sem o algoritmo, que é um “Conjunto das regras de operagdo (conjunto de raciocinios) cuja
aplicacdo permite resolver um problema enunciado por meio de um numero finito de
operacdes” (Rogers, 2017, p. 231).

O avanco da IA com a utilizagao de algoritmos neurais artificias possibilita o0 machine

learning, que:

Em traduggo livre do inglés, o termo carrega o significado de “aprendizado de
maquina”, que pode ser entendido como um método de andlise de dados que
automatiza a construcdo de modelos analiticos, diretamente ligado a um ramo da
inteligéncia artificial baseado na ideia de que sistemas podem aprender com dados,
identificar padrdes e tomar decisfes com o minimo de intervencdo humana. (Escola
Superior de Redes, 2022).

O uso de plataformas digitais para a gestdo de processos, por exemplo, permite a
“centralizacao de informagdes e a colaboracao em tempo real entre diferentes departamentos™
(Tenius; Trindade, 2022, p. 806). O trabalho colaborativo impulsionado pela automagdo tem
gerado ganhos em agilidade e flexibilidade, a0 mesmo tempo em que aumenta a preocupacao
com a seguranca das informacdes sensiveis no ambiente digital, conforme relatado por Gabriela
Barbutti:

A implementacéo de automacdo sem as devidas medidas de seguranca pode expor a
empresa a riscos cibernéticos, como invasGes e vazamentos de dados. Portanto, a
automacéo deve ser acompanhada de politicas robustas de seguranga da informagéo
para garantir a integridade e confidencialidade dos dados processados (Barbutti, 2023,
p. 128).

Outra faceta relevante da implementacdo da 1A atrelada ao uso de algoritmos, é seu
uso no mercado de trabalho, em especial na automacéo de processos seletivos, como sera visto

a sequir.
1.1 Automacéo de Processos Seletivos

A digitalizacdo dos processos seletivos tem impulsionado o uso da Inteligéncia
Artificial pelas empresas, com a expectativa de maior eficiéncia e agilidade na triagem de
candidatos. Contudo, embora amplamente defendida, essa “pratica enfrenta desafios relevantes,
uma vez que ja se comprovou que a IA ndo € neutra, podendo replicar e até acentuar

discriminacdes sociais pré-existentes” (Cabral, 2021, p. 15).
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O principal risco associado a utilizacdo da “inteligéncia artificial em processos
seletivos reside na forma como os algoritmos sdo treinados, a partir de bases de dados histéricos
que frequentemente reproduzem padrdes sociais excludentes” (Pereira; Souza, 2021, p. 18).
Dessa forma, no lugar de promover a diversidade no ambiente corporativo, a “lIA pode reforcar
perfis homogéneos e perpetuar desigualdades estruturais” (Kaufman, 2018, p.70-71).

A auséncia de transparéncia nos critérios adotados para a avaliacdo dos candidatos
compromete o direito a contestacdo de decisfes potencialmente injustas, violando o principio

da isonomia nas relagdes laborais, conforme se discutird no proximo tépico.

1.2 A Promessa de Neutralidade Algoritmica e a opacidade dos Sistemas de Decisdo
Automatizada

Embora os algoritmos sejam apresentados como ‘“neutros e imparciais, na pratica
acabam refletindo a visdo de mundo de seus programadores, influenciados pelos dados
utilizados em seu desenvolvimento” (Gomes, 2010, p. 2-3). Por isso, € importante entender
guem cria os codigos, como os dados sdo coletados e de que forma os sistemas sao programados
para agir de maneira supostamente “neutra” e “imparcial”. Sustenta o pesquisador Tom
Mitchell:

A utilizacdo de programas de aprendizado de maquina (machine learning) e a sua
técnica de abordagem mais profunda (deep learning) deram a I A a incrivel capacidade
de se desenvolver através da experiéncia e de decidir de forma autbnoma, dispensando
a intervencdo humana nas etapas subsequentes ao desenvolvimento do algoritmo
(Mitchell, 1997, p. 56).

Inicialmente, apenas seres humanos detinham a capacidade de programar algoritmos.
Contudo, com o “avanco tecnoldgico, tornou-se cada vez mais comum que as proprias
maquinas realizem essa programacdo ou gue os algoritmos se conectem entre si, de forma
autdbnoma, visando a obtencao de resultados mais eficazes” (Tacca; Rocha, 2018, p. 53-54)”.

Um argumento amplamente aceito pela comunidade cientifica sobre as decisdes
automatizadas, segundo Ana Frazdo “é a superacdo, por meio de critérios objetivos e da
linguagem matematica, de varias das deficiéncias e problemas dos julgamentos humanos, os

quais sdo conhecidamente repletos de falhas e vieses cognitivos” (Frazéo, 2021, p. 1).

Em entrevista para a 62 edi¢do do Ciclo de Encontros Virtuais Lideranca Digital para
Mulheres, a pesquisadora Nina da Hora (2023), debateu o tema “Hackeando as possibilidades
com a tecnologia”, e reafirmou que os “dados carregam historia e carregam ecos do passado”,

e prossegue ao afirmar que:
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A ética em Inteligéncia Artificial e a investigagdo do racismo algoritmico da
computacdo precisam se preocupar com 0s aspectos sociais de suas cria¢oes, dado que
isso ndo é um erro computacional, mas um problema que precisa ser debatido na
computacdo, pois dados carregam historia e carregam ecos do passado. Isso ajuda a
mitigar possiveis danos e também pensar a acessibilidade em um lugar um pouco mais
real (Hora, 2023).

A pesquisadora Joy Adowaa Buolamwini desempenha papel essencial no debate sobre
vieses algoritmicos e equidade na inteligéncia artificial. Em sua pesquisa, identificou que
“sistemas de reconhecimento facial baseados em IA apresentavam indices significativamente
maiores de erro na identificacdo de mulheres negras, chegando a 34,7% em contraste com
apenas 0,8% para homens brancos” (Buolamwini, 2017, p. 220).

Para combater esses vieses, Buolamwini desenvolveu o “Pilot Parliaments
Benchmark, que nada mais é que um conjunto de dados diverso criado para corrigir a sub-
representacdo de minorias nos treinamentos algoritmicos” (Madalozzo, 2018, p. 34). Suas
descobertas “influenciaram melhorias em grandes corporacdes, embora ela destaque que a
precisdo técnica ndo elimina riscos sociais, como uso indevido da IA em vigilancia e
discriminacao” (Rapkiewicz, 2022, p. 169-200).

Um desafio dos “sistemas de A é a falta de transparéncia, pois algoritmos complexos,
como os de deep learning, operam de forma autdnoma, dificultando a compreenséo, explicagdo
e correcao de seus resultados pelos proprios desenvolvedores” (Silva, 2020, p. 428).

O problema da opacidade algoritmica ndo é simples de ser resolvido, tendo em vista a
“complexidade dos algoritmos de machine learning e deep learning, que muitas vezes escapam
da compreensao até mesmo dos programadores, sendo chamados, por isso de “caixas-pretas”
(Horta; Costa, 2016, p. 11). Nesse contexto, é essencial compreender, em maior profundidade,
0 que caracteriza a discriminacéo algoritmica, suas causas e manifestacoes.

A préxima unidade se dedica a conceituacdo do fenémeno, examinando suas origens
nos vieses histdricos e sociais presentes nos dados, bem como 0s mecanismos pelos quais a
inteligéncia artificial pode reproduzir desigualdades estruturais, com especial atencdo a

dimenséo de género como marcador de vulnerabilidade tecnoldgica.

2 DISCRIMINACAO ALGORITMICA: CONCEITO E CARACTERISTICAS

De forma geral, algoritmo pode ser compreendido como uma sequéncia finita e
ordenada de instrucdes ou regras definidas, destinadas a resolucdo de um problema ou a

execucdo de uma tarefa (Algoritmo, 2025). Para Ana Fraz&oValentim:

O algoritmo é o coracdo da inteligéncia artificial, funcionando como uma ldgica
matematica que permite a um sistema aprender padrdes, reconhecer relagdes e tomar
decisdes automatizadas”. Assim, sua estrutura e funcionamento devem ser analisados
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criticamente sob a ética do direito, especialmente no que tange a prote¢do de direitos
fundamentais (Valentim, (2021, p. 54).

Corroborando com o entendimento, Irineu Francisco Barreto Junior, assevera que:

Algoritmos representam um dos ativos mais valiosos na era da informagdo como
mercadoria, como insumo para geracao de valores. A inteligéncia artificial permite o
desenvolvimento de algoritmos inteligentes, que aprendem com a prdpria experiéncia
e passam a selecionar autonomamente as variaveis que considera mais adequadas para
solucionar o problema proposto (Barreto Junior, 2024, p. 10).

A construcdo de algoritmos baseia-se em “extensos volumes de dados que refletem as
estruturas sociais, politicas e econdmicas de uma determinada coletividade” (Rodota, 2018, p.
222). Longe de constituirem fontes neutras de informacdo, esses dados carregam 0S
preconceitos historicamente enraizados, resultantes de um sistema que legitima e perpetua
desigualdades. Como adverte Cathy O'Neil “os algoritmos ndo eliminam os preconceitos; ao
contrario, eles os codificam e os amplificam, conferindo-lhes aparéncia de objetividade
matematica” (O’Neil, 2016, p. 27).

Assim, a discriminacgéo algoritmica pode ser apontada como a utilizacdo de algoritmos
pela Inteligéncia Artificial para realizar a discriminacdo de pessoas. Na sequéncia, 0 presente
artigo abordara os vieses nos dados e as questdes historicas e sociais da discriminacao

algoritmica.

2.1. Vieses nos dados e suas questdes historicas e sociais

A discriminac&o algoritmica encontra-se “alicercada em bases de dados historicamente
contaminadas por preconceitos, que, ao serem utilizadas para treinar sistemas de inteligéncia
artificial, resultam na perpetuacdo de padrdes discriminatdrios (Rifkin. 2016 p. 59-60)”. Como
afirmam Laura Schertel e Marcela Mattiuzzo “dados historicos contaminados geram outputs
discriminatorios”, demonstrando que os algoritmos ndo sdo neutros, mas sim reflexo de praticas
sociais enraizadas” (Schertel; Mattiuzzo, 2019, p. 147).

Quanto ao viés algoritmico, afirma Emerson Gabardo que “é¢ a manifestacdo moderna
de desigualdades estruturais: os dados servem como “espelho digital” de praticas
discriminatorias preexistentes, como racismo e machismo sistémicos” (Gabardo, 2024, p. 258).
Diante do exposto, aponta-se que o combate a discriminacéo algoritmica requer andlise critica
dos dados, atencdo as desigualdades historicas e sociais subjacentes, que assegurem a equidade

na era digital, conforme sera abordado no préximo tépico.

2.2. Género como marcador de vulnerabilidade algoritmica
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A tecnologia, ao refletir padrdes hegemonicos associados ao género masculino, opera
como mecanismo de exclusdo na inteligéncia artificial. Para Augusto Jobim do Amaral e Ana

Clara Santos Elesbao:

Assim, individuos que ndo se enquadram nesses parametros, especialmente as
mulheres e acabam marginalizados por sistemas algoritmicos que, uma vez
programados, ndo distinguem contextos sociais nem corrigem desigualdades
historicas (Amaral; Elesbao, 2022, p. 2-3).

Os sistemas algoritmicos sdo formados por “cddigos e diretrizes que operam 0s
artefatos tecnolégicos, como os computadores, baseiam-se no mecanismo de entrada (input) e
saida (output) de dados, 0s quais, quando correlacionados, produzem o resultado esperado”
(Latour, 2001, p. 201).

Os vieses algoritmicos, impregnados de ideologias e valores humanos de seus
programadores, ainda que de forma ndo intencional, geram impactos significativos. Segundo a

Organizacdo Internacional do Trabalho (OIT):

Esses efeitos decorrem tanto da auséncia de atualizacdo dos referenciais sociais
quanto da perpetuacdo de ideologias patriarcais inseridas na programacdo original.
Por meio da inteligéncia artificial, tais distor¢Ges sdo replicadas e disseminadas em
escala acelerada, contribuindo para a reproducdo de padrdes machistas e
discriminatérios de género (OIT, 2023).

As mulheres constituem um grupo diverso, ndo submetido a um padrdo universal, e
vivenciam as opressdes patriarcais de forma desigual, e por isso podem integrar uma parcela da
sociedade passivel de vulnerabilidade algoritmica. Para a autora, Maria Cristine Branco

Lindoso:

Verifica-se que as inovacdes digitais e as tecnologias da informacdo, longe de se
mostrarem neutras, ndo deterministas ou lineares, tém operado como meios de
reproducdo de préaticas machistas e de discursos patriarcais ja enraizados na sociedade
(Lindoso, 2019, p. 202).

Um caso emblematico de discriminacdo algoritmica com recorte de género envolveu
a empresa Google. Nesse episddio, verificou-se que os algoritmos utilizados para a veiculacédo
de anuncios apresentaram comportamento desigual, favorecendo homens em detrimento das

mulheres:

O maior buscador do mundo, pois até recentemente, quando os usuérios faziam
pesquisas usando termos “mulheres negras” o resultado mostrava imagens
pornograficas, remetendo a fetichizacdo e a hiperssexualizacdo das caracteristicas
femininas. Esse fato s6 foi modificado quando a empresa realizou modificagcdes em
estrutura algoritmica que fez com que o buscador passasse a mostrar imagens mais
representativas da mulher (Amaral; Elesbéo, 2022, p. 102).

Para evitar “praticas discriminatérias, as empresas de tecnologia devem combater
esteredtipos de género, reconhecendo que algoritmos refletem os preconceitos de seus

desenvolvedores” (Freitas; Luz, 2017, p. 96). Caso ocorrido na Amazon ilustra esse cenario:
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seu sistema automatizado de recrutamento acabou privilegiando candidatos homens,
reproduzindo desigualdades existentes e evidenciando a urgéncia de revisGes criticas na

programacao e nos dados utilizados. E por ser emblematico, sera estudado no préximo tdpico.

3 0 CASO AMAZON: QUANDO O ALGORITMO ASSUME O PRECONCEITO

Jeff Bezos fundou a Amazon em 5 de julho de 1994. Ele escolheu Seattle por causa do
talento técnico, ja que a Microsoft esta localizada 14 (Bloomberg Markets and Finance, 2018).
Em maio de 1997, a organizacao tornou-se publica. A empresa comegou a “vender musicas e
videos em 1998, quando comecou a operar internacionalmente, adquirindo vendedores online
de livros no Reino Unido e na Alemanha” (CNN Business, 2019). No ano seguinte, a
“organizagdo também vendeu videogames, eletrénicos de consumo, itens de limpeza, software,
jogos, brinquedos e, muitos outros” (Nunes, 2021).

Medida pela “receita e capitalizacdo de mercado, é a maior vendedora virtual do
mundo, provedora e assistente de IA, plataforma de transmissdo ao vivo e plataforma de
computacdo em nuvem” (Research Group, 2023). Além de ser a maior empresa de Internet em
receita no mundo, é o “segundo maior empregador privado dos Estados Unidos e uma das
empresas mais valiosas do mundo” (Lotz, 2021).

Apesar dos diversos estudos realizados pela Amazon para aprimorar suas tecnologias,
a empresa enfrenta, had varios anos, acusacfes na Unido Europeia relacionadas ao uso
inadequado dos dados armazenados em sua plataforma (Rodrigues; Barreto; Reis; Fonseca,
2023, p. 1).

O caso da Amazon, que desenvolvia sistemas com Inteligéncia Artificial desde 2014,
envolveu o uso de uma ferramenta destinada a automatizar o processo seletivo de candidatos.
Essa “plataforma atribuia notas aos concorrentes, variando de uma a cinco estrelas, com base
em critérios definidos pela IA” (Rodrigues, 2021, p. 12). Conforme destacam Adams-Prassl,

Binns e Kelly-lyth:

A empresa tinha como objetivo selecionar os melhores candidatos para posicdes de
engenharia de software. Para fazer isso, ela utilizou um algoritmo de aprendizado de
maquina que procurou por padrdes nos dados histéricos dos candidatos. No passado,
havia mais candidatos bem-sucedidos do sexo masculino para as posicbes de
engenharia de software, e, como resultado, algumas das correlagdes entre as
caracteristicas dos candidatos e a probabilidade de sucesso estavam relacionadas
ao sexo, em vez da aptiddo. O sistema da Amazon rapidamente aprendeu a
penalizar candidaturas de graduadas de duas faculdades exclusivamente femininas
(Adams-Prassl; Binns; Kelly-lyth, 2023, p. 156).

Contudo, o problema tornou-se evidente em 2015, quando a Amazon identificou que

seu “sistema de recrutamento automatizado apresentava viés de género, atribuindo notas
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sistematicamente inferiores as candidatas mulheres em comparacdo aos candidatos do sexo
masculino” (Reuters, 2018).

Inclusive, tal entendimento é corroborado pela propria reportagem divulgada no
mesmo canal de noticias, que destacou como o sistema, ao ser treinado com dados histdricos
majoritariamente masculinos, passou a reproduzir padrfes discriminatorios, penalizando
candidaturas femininas e, assim, refletindo a desigualdade de género presente no setor
tecnoldgico:

Era atribuido as mulheres notas inferiores aquelas atribuidas aos homens. O padrédo
desenvolvido pelo sistema foi articulado a partir dos curriculos enviados a empresa
durante o periodo de 10 anos. Ou seja, a maioria desses curriculos vieram de homens,
0 que demonstra o dominio do género na industria da tecnologia (Reuters, 2018).

O reflexo dessa discriminagéo algoritmica de género se materializou no fato de que,
mesmo as mulheres se enquadrando nos requisitos cabiveis para as vagas de trabalho em aberto,
homens que ndo tinham nenhuma qualificacdo para tal foram escolhidos em vez dessas

mulheres:

Conforme apurado com pessoas proximas ao projeto, o grupo de funcionérios criou
cerca de 500 modelos de computador, focados em funcGes e locais de trabalho que
fossem especificos as habilidades admiradas em curriculos de candidatos anteriores.
A partir desses modelos, a inteligéncia considerou como valiosas caracteristicas mais
comumente encontradas em curriculos de engenheiros do sexo masculino, tais como
as palavras “executado” e “capturado”. No entanto, o preconceito com o género niao
teria sido o Unico problema, os candidatos recomendados passaram a ser aqueles
considerados ndo qualificados para as vagas, passando assim a ser quase que aleatério
a selecdo de curriculos (Reuters, 2018).

Analisando o seu funcionamento, foram preteridos curriculos que continham a palavra
“feminino”, por exemplo, como em “capitd do clube de xadrez feminino”, bem como foram
rebaixados os curriculos que possuiam duas graduagdes, apenas para mulheres (Reuters, 2018).

Aludida situacdo demonstra como existe um abismo entre o género masculino e o
feminino na sociedade. E de acordo com Beatriz de Felippe e Vivian Maria Caxambu “a maior
parte da historia humana é causada por um gap de género” (Reis; Graminho, 2019).

Assim, sob a “aparéncia de formulas matematicas despersonalizadas e objetivas,
ocultam-se multiplas violacdes de direitos humanos e formas de opressdo reproduzidas e
potencializadas pelas tecnologias digitais” (O’Neil, 2016, p. 23). Os algoritmos utilizados em
larga escala “criam modelos que ndo apenas preveem comportamentos, mas os moldam,
frequentemente reforcando desigualdades existentes de maneira opaca e inquestionavel”
(O’Neil, 2016, p. 24-25).

Como exposto, os vieses discriminatérios podem ser incorporados aos sistemas

automatizados. Por isso, € essencial identifica-los durante o desenvolvimento desses sistemas,



a fim de compreender como a discriminacdo de género se mantém e de que maneira 0s
responsaveis pela tecnologia podem atuar para enfrenté-la.

A situacdo enfrentada pela Amazon exemplifica de maneira significativa o conflito
entre decisdes tomadas por seres humanos e aquelas resultantes de algoritmos.

Diante disso, torna-se pertinente questionar a “validade da substituicdo do julgamento
humano por sistemas automatizados, bem como o grau de influéncia que tais algoritmos devem
exercer na decisdo final sobre a contratacdo” (Geledés, 2015). Sabe-se que a préatica de uso de
IA para selecdo e recrutamento estd cada vez mais presente, quica sendo hoje majoritaria. “O
caso Amazon, portanto, abriu a caixa de pandora para uma realidade um tanto desalmada”
(Tonucci; Caldeira, p. 327).

No contexto da “inteligéncia artificial voltada a tomada automatizada de decisdes, a
andlise inicial deve recair sobre um aspecto fundamental: a leitura de dados, premissa basica
sobre a qual todos os programas sdo construidos” (Gema, 2021, p. 5). A analise do caso da

Amazon revela de forma contundente para Flavia Biroli e Luis Felipe Miguel que:

Os riscos éticos associados a crescente presenca da Inteligéncia Artificial em diversos
setores da sociedade. Embora a I A traga avancos significativos, como maior eficiéncia
e automacdo de processos, é fundamental que esses progressos ndo ofusquem o0s
perigos relacionados a reproducdo de discriminacBes, especialmente de género
(Biroli; Miguel, 2014, p.76).

Como destaca Virginia Eubanks os “sistemas automatizados tendem a reproduzir
desigualdades ja existentes” (Eubanks, 2018, p. 210), j& Noble afirma que “os algoritmos nio
sdo neutros; eles refletem os valores das instituicdes que os criam” (Noble, 2018, p. 1). Ciente
das falhas identificadas, a Amazon implementou medidas para ajustar seu algoritmo de

recrutamento, com o objetivo de torna-lo mais justo e imparcial.

Ainda assim, o caso evidenciou preocupagfes relevantes sobre a discriminagdo
algoritmica em processos seletivos, revelando como sistemas automatizados podem,
mesmo sem intengdo, perpetuar e até acentuar preconceitos ja existentes nos dados
utilizados para seu treinamento. Esse episodio reforca a necessidade de uma
supervisdo constante e responsavel dessas tecnologias (Kavinski, 2020, p. 234).

Entre as formas de promover equidade e imparcialidade nos sistemas de IA, destacam-
se 0 acompanhamento humano e a andlise prévia de impactos. A supervisao humana é
fundamental no desenvolvimento da IA, pois permite identificar e corrigir vieses e problemas
éticos, contribuindo para decisbes mais justas para a constante evolucdo dos sistemas. Para
Shoshana Zuboff:

A légica da automacdo baseada em dados tende a sacrificar principios fundamentais
de justica e igualdade em prol da eficiéncia e do controle. Nesse sentido, torna-se
imprescindivel o estabelecimento de mecanismos de governanga algoritmica que
assegurem a transparéncia, a equidade e a prote¢do de direitos fundamentais (Zuboff,
2019, p. 433).
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Por fim, a implementacdo de auditorias continuas nos algoritmos revela-se
indispensavel para a identificacdo célere e a correcdo eficaz de eventuais padrdes
discriminatorios. No topico seguinte, sera apresentada uma anélise juridica aprofundada sobre

a tematica.

4 ANALISE JURIDICA E ETICA DA DISCRIMINACAO ALGORITMICA DE
GENERO

O Direito Brasileiro, empenhado em consolidar a igualdade entre os cidaddos, encara
a discriminacdo como uma ofensa grave aos principios constitucionais de dignidade e

igualdade. Pode-se extrair do texto constitucional que discriminacéo é:

[...] qualquer disting&o, exclusdo ou preferéncia baseada em motivos como raga, cor,
sexo, idioma, religido, opinido politica ou outra, origem nacional ou social,
propriedade, nascimento ou outro status, que tenha o propdsito ou efeito de anular ou
prejudicar o reconhecimento, 0 gozo ou o exercicio, em igualdade de condicGes, de
todos os direitos humanos e liberdades fundamentais (Silva, 2021, p. 213).

Do Texto Constitucional, infere-se pela interpretacdo do artigo 3°, inciso IV (Brasil,
1988), que ele tem como um de seus objetivos promover o bem de todos, sem preconceitos de
origem, raga, sexo, cor, idade e quaisquer outras formas de discriminacdo. Ademais, O artigo
5° traz em seu caput o principio da isonomia que estabelece a igualdade, sem distin¢do de
qualquer natureza. O mesmo artigo afirma a igualdade entre homens e mulheres, estabelece a
punicdo de qualquer tipo de discriminacdo, que atente os direitos e liberdades fundamentais, e
constitui o racismo como crime inafiancavel e imprescritivel, nos incisos I, LVI e LVII,
respectivamente (Brasil, 1988).

A proibicdo da discriminacdo no ordenamento juridico brasileiro, além de estar
fundamentada na Constituicdo Federal, também tem lastro em convencgfes internacionais
devidamente ratificadas e integradas ao sistema juridico nacional, assim como em legislacdes
infraconstitucionais que tratam de forma especifica do tema.

Dessa forma, pode-se depreender o conceito de discriminacdo por tratados
internacionais, incorporados ao ordenamento juridico brasileiro, bem como por legislacbes

infraconstitucionais, segundo o doutrinador Adilson José Moreira:

O Decreto n°® 4.377/2002, que promulgou a Convencdo sobre a Eliminacdo de todas
as Formas de Discriminagdo contra a Mulher, define no seu artigo 1° como: Para 0s
fins da presente Convencdo, a expressao "discriminacdo contra a mulher" significara
toda a distincdo, exclusdo ou restri¢do baseada no sexo e que tenha por objeto ou
resultado prejudicar ou anular o reconhecimento, gozo ou exercicio pela mulher,
independentemente de seu estado civil, com base na igualdade do homem e da mulher,
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dos direitos humanos e liberdades fundamentais nos campos politico, econdmico,
social, cultural e civil ou em qualquer outro campo (Moreira, 2017, p. 98).

Outrossim, a Consolidacdo das Leis do Trabalho (CLT) possui previsdes sobre a ndo
discriminacdo de género no trabalho, nos artigos 5°, 373-A e 461 (Brasil, 1943). No ambito
juslaboral também existe a Lei n® 14.611/2023, a qual visa garantir que mulheres e homens
recebam a mesma remuneragéo para trabalhos de igual valor, combatendo a desigualdade de
género no mercado de trabalho. Empresas com mais de 100 empregados devem publicar
relatérios de transparéncia salarial e adotar medidas para promover a igualdade, como
programas de diversidade e incluséo.

No mais, a Lei n® 13.709, de 14 de agosto de 2018, chamada de Lei Geral de Prote¢éo
de Dados (LGPD), em seu art. 6°, IX, determina que: “E vedado o tratamento de dados pessoais
para fins discriminatorios ilicitos ou abusivos” (Brasil, 2018). Ademais, o art. 5°, inciso 11, da

mesma lei define que:

Os dados pessoais e sensiveis como aqueles relativos a:"origem racial ou étnica,
convicgao religiosa, opinido politica, filiagdo a sindicato ou a organizagdo de carater
religioso, filoséfico ou politico, dado referente a salide ou a vida sexual, dado genético
ou biométrico. (Brasil, 2018).

A mesma lei ainda firmou, expressamente, em seu art. 5°, I11, que o principio da nao
discriminacao, implica na:

[...] impossibilidade de realizacdo do tratamento para fins discriminatérios ilicitos ou

abusivos”, tema oportunamente abordado, tendo em vista que a LGPD se faz relevante

nesse estudo por versar sobre questdes discriminatdrias no tratamento de dados
pessoais (Brasil, 2018).

Os algoritmos, ao serem utilizados em processos de decisdo autbnoma, podem gerar
impactos significativos que extrapolam a esfera da privacidade, atingindo direitos essenciais
como salde, moradia, emprego, cidadania e liberdade, segundo nos esclarece Laura Schertel

Mendes:

Nesse contexto, a Lei Geral de Protecdo de Dados Pessoais (LGPD) se apresenta nao
apenas como um marco normativo sobre privacidade, mas como instrumento de
salvaguarda de direitos e liberdades fundamentais, podendo atuar como um
mecanismo eficaz de mitigacdo das discriminagdes advindas do uso de algoritmos e
da inteligéncia artificial (Mendes, 2019, p. 36).

No ordenamento juridico brasileiro, essa discussao encontra-se, em parte, contemplada
no Projeto de Lei n® 2338 de 2023, atualmente em tramitacdo no Senado Federal. Os artigos 19
a 26 do texto original dispdem sobre diretrizes gerais de governanca dos sistemas de inteligéncia

artificial. Especificamente, o artigo 20, inciso 1V, preveé:

Art. 20. Além das medidas indicadas no art. 19, os agentes de inteligéncia artificial
que fornegam ou operem sistemas de alto risco adotardo as seguintes medidas de
governanga e processos internos:
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[...]

IV — medidas de gestdo de dados para mitigar e prevenir vieses discriminatorios,
incluindo:

a) avaliacdo dos dados com medidas apropriadas de controle de vieses cognitivos
humanos que possam afetar a coleta e organizacdo dos dados e para evitar a geracdo
de vieses por problemas na classificacdo, falhas ou falta de informacéo em relagéo a
grupos afetados, falta de cobertura ou distor¢6es em representatividade, conforme a
aplicacdo pretendida, bem como medidas corretivas para evitar a incorporagéo de
vieses sociais estruturais que possam ser perpetuados e ampliados pela tecnologia; e
b) composicédo de equipe inclusiva responsavel pela concepgéo e desenvolvimento do
sistema, orientada pela busca da diversidade (Brasil, 2023).

O texto analisa criticamente o Projeto de Lei que trata da regulacdo da inteligéncia
artificial no Brasil, destacando avancos pontuais, mas também importantes lacunas. A alinea
‘a’ aborda a avaliacdo dos dados utilizados em sistemas de machine learning, mas néo
especifica 0s mecanismos ou a necessidade de supervisdo humana. A alinea “b” trata da
diversidade nas equipes, mas nao enfatiza a relevancia da multidisciplinariedade.

Dessa forma, conclui-se que o debate sobre os vieses discriminatorios nos sistemas de

IA ainda é incipiente, sobretudo no que diz respeito a atuacéo do setor privado.

Considerando essa lacuna, observa-se que a maioria das propostas discutidas neste
artigo converge para o fortalecimento de medidas relacionadas a governanca corporativa, 0 que
desagua e um bom programa de compliance atrelado a um codigo de ética robusto. A
necessidade de “regulamentar as tecnologias de inteligéncia artificial revela-se premente nédo
apenas no campo do Direito Publico, mas também no ambito do Direito Privado” (Abreu, 2024,
p. 161). A “discriminacdo algoritmica de género configura uma problematica interseccional e
multissetorial, exigindo, por conseguinte, uma abordagem transversal que envolva todas as
areas do saber juridico” (Almeida, 2021, p. 393).

Desse modo, defendem-se a utilizacéo estratégica e eficiente dos marcos regulatorios
ja existentes, de forma a potencializar seus instrumentos e aplicar suas disposi¢des as demandas
contemporaneas e crescentes relacionadas a regulacdo da inteligéncia artificial. Porém, os
autores Doneda e Mendes advertem que o “ambiente latino-americano possui normas de dados
bastante diferentes, por isso é necessaria uma abordagem multissetorial, para estimular um
modelo aberto e participativo, como por exemplo, a legislacdo de dados do Brasil” (Doneda;
Mendes, 2018, p. 5).

CONSIDERACOES FINAIS

A Inteligéncia Artificial, embora traga mudancas significativas na sociedade, podendo
ser um mecanismo benéfico em varias facetas do cotidiano, evidencia riscos graves quando

aplicada sem critérios éticos e juridicos adequados, sobretudo no que se refere a reproducdo de
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desigualdades estruturais. Nesse contexto, a discriminacao algoritmica contra a mulher revela-
se uma das faces mais preocupantes dessa realidade, ao replicar esteredtipos de género e
reforcar exclusdes historicas sob a aparéncia de neutralidade tecnoldgica.

Ademais, o estudo de caso da Amazon evidenciou as consequéncias nefastas da
criacdo de algoritmos baseados em fatores histdricos e sociais. Sem a participacdo de um grupo
heterogéneo de programadores e a realizacdo de uma auditoria criteriosa, tais algoritmos podem
perpetuar 0 machismo e acentuar a vulnerabilidade de género na atuacdo da Inteligéncia
Artificial.

Constatou-se que, apesar dos marcos normativos ja existentes, como a Constituicéo
Federal, a LGPD, CLT e tratados internacionais, ainda ha lacunas relevantes na regulamentacédo
da inteligéncia artificial no Brasil, especialmente no setor privado. O Projeto de Lei n°
2338/2023 avanca, mas nao supre plenamente as exigéncias de uma governanca eficaz,
inclusiva e sensivel as questdes de género.

Portanto, é urgente adotar uma abordagem juridica interseccional e multissetorial, que
reconheca a vulnerabilidade das mulheres diante de sistemas automatizados e promova
mecanismos de transparéncia, supervisdo humana e diversidade nas equipes técnicas. Somente
assim sera possivel mitigar os efeitos da discriminacdo algoritmica de género e assegurar a

efetividade dos direitos fundamentais na sociedade da informacéo.
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