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XXXII CONGRESSO NACIONAL DO CONPEDI SAO PAULO - SP
DIREITO, GOVERNANCA E NOVASTECNOLOGIASI

Apresentacdo

Os artigos reunidos no *GT 8 — “Direito, Governanca e Novas Tecnologias I”* do CONPEDI
em S&0 Paulo compuseram um conjunto significativo de reflexdes académicas sobre os
impactos sociais, juridicos e politicos das tecnologias digitais. As discussdes evidenciaram a
diversidade de abordagens presentes no campo, abrangendo desde desafios regulatérios até
questBes relacionadas a inclusdo e aos direitos fundamentais na sociedade da informagdo. O
GT foi coordenado pelos Professores Doutores *Felipe Chiarello de Souza Pinto*
(Universidade Preshiteriana Mackenzie), *Diogo Rais Rodrigues Moreira* (Universidade
Presbiteriana Mackenzie) e * Edmundo Alves de Oliveira* (Universidade de Araraquara).

Entre os temas apresentados, destacaram-se andlises sobre * participacdo politica, género e
governanca digital, com estudos que examinaram os direitos politicos das mulheres e a
reproducdo de desigualdades por meio de sistemas algoritmicos. Também foram discutidas
perspectivas sobre ** cidades inteligentes, **inclusdo digital* e o uso dainteligéncia artificial
como instrumento de apoio a pessoas com deficiéncia, apontando tanto potencialidades
guanto limitagdes dessas tecnol ogias.

Os debates incluiram ainda reflexdes sobre * movimentos sociais na internet, ciberativismo e
seus efeitos nos processos democraticos, bem como investigagdes sobre **regulacdo

tecnol 6gica, com foco em modelos normativos de inteligéncia artificial, infocracia, soberania
digital e responsabilidade civil. Aspectos préticos do uso da tecnologia no ambiente juridico
também estiveram presentes, com estudos envolvendo **crimes digitais, ** heranca digital,
** georreferenciamento de iméveis* e a utilizagdo de IA em mecanismos de resolucdo de
disputas.

Além dos artigos apresentados no GT 8, *trabal hos relacionados as teméticas da digitalizacdo
e seus reflexos juridicos foram apresentados em outros GTs do CONPEDI*, ampliando o
escopo geral das discussdes. Entre eles, destacam-se pesquisas sobre:

* conflitos entre * transparéncia processual e protecdo de dados* no contexto do PJe;

* 0 uso da *inteligéncia artificial em crimes de estelionato e extorsdo* e sua limitada
abordagem jurisprudencial;



* osimpactos da* A naatuacdo do Poder Judici&rio* e na concretizacdo da cidadania;

* andlises sobre *educacdo inclusiva, autismo e justica social*, considerando a deducéo
integral de despesas educacionais no imposto de renda.

Em seu conjunto, os trabalhos apresentados nos diferentes GTs revelam a amplitude e a
complexidade das relacdes entre tecnologia, direito e governanca. As pesquisas demonstram
gue os desafios contemporaneos exigem abordagens multidisciplinares, éticas e regulatérias
gue considerem a centralidade das tecnologias digitais na vida social e institucional.

Prof. Dr. Felipe Chiarello de Souza Pinto

Prof. Dr. Edmundo Alves De Oliveira

Prof. Dr. Diogo Rais Rodrigues Moreira



A UTILIZACAO DA INTELIGENCIA ARTIFICIAL EM CRIMESDE
ESTELIONATO E EXTORCAO: O OLHAR DA (ESCASSA) JURISPRUDENCIA
BRASILEIRA

THE USE OF ARTIFICIAL INTELLIGENCE IN FRAUD AND EXTORTION
CRIMES: THE PERSPECTIVE OF THE (SCARCE) BRAZILIAN CASE LAW

EudesVitor Bezerral
Igor Costa Gomes 2
Lucas Carvalho Gadelha 3

Resumo

O presente artigo analisa 0s riscos associados ao uso da Inteligéncia Artificial (1A) no ambito
do direito penal brasileiro, com énfase na aplicacdo de deepfakes em crimes contra o
patrimoénio, como estelionato e extorsdo. A pesguisa adota abordagem qualitativa, por meio
de revisdo bibliogréfica e documental, abrangendo doutrina penal, decisdes judiciais recentes
e legislagBes vigentes. O estudo constata a escassez de regulamentagdo especifica sobre 1A
no Brasil, bem como a incipiente jurisprudéncia sobre o tema, revelando um descompasso
entre a rapida evolugdo tecnoldgica e a lenta resposta legislativa, gerando um cenério de
inseguranca juridica. Apesar de avancos pontuais, como projetos de lei em tramitacéo e
resolucdes do CNJ, o pais ainda apresenta lacunas regulatérias relevantes. Conclui-se que a
utilizacdo criminosa de tecnologias como as deepfakes demanda resposta legislativa e
jurisprudencial urgente, a fim de garantir maior seguranca juridica e protecdo aos bens
juridicos fundamentais. Assim, aproveita-se a pesquisa para auferir a realidade brasileira
frente a tematica no lapso temporal em que fora realizada, possibilitando que funcione como
ponto de partida na comunidade académica brasileira.

Palavras-chave: Inteligéncia artificial, Degpfakes, Novas tecnologias, Crimes patrimoniais,
Cnj

Abstract/Resumen/Résumé

This article analyzes the risks associated with the use of Artificial Intelligence (Al) within the
scope of Brazilian criminal law, with emphasis on the application of deepfakes in crimes
against property, such as fraud and extortion. The research adopts a qualitative approach,
through bibliographic and documentary review, covering criminal law doctrine, recent
judicial decisions, and current legislation. The study finds a shortage of specific regulation on
Al in Brazil, as well as the incipient case law on the subject, revealing a mismatch between

1 Prof. Visitante do PPGDIR/UFMA. P6s-Doutor (UFMA e UFSC). Doutor e Mestre em Direito PUC/SP.
Advogado, Autor de Artigos e Livros Juridicos e Pa estrante. E-mail: eudesvitor@uol.com.br

2 Graduando em direito na Universidade Federal do Maranhdo - UFMA. E-mail: costagomes.igor@gmail.com

3 Graduando em direito na Universidade Federal do Maranh&o - UFMA. E-mail: Lucasgadelhal0O1@gmail.com
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the rapid technological evolution and the slow legislative response, generating a scenario of
legal uncertainty. Despite punctual advances, such as bills in progress and resolutions of the
CNJ, the country still presents relevant regulatory gaps. It is concluded that the criminal use
of technologies such as deepfakes demands an urgent legidative and jurisprudential response,
in order to ensure greater legal certainty and protection of fundamental legal interests. Thus,
the research is used to assess the Brazilian reality in relation to the subject in the timeframe
in which it was carried out, enabling it to serve as a starting point in the Brazilian academic
community.

Keywor ds/Palabr as-claves/M ots-clés: Artificia intelligence, Deepfakes, New technologies,
Property crimes, National council of justice
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1. INTRODUCAO

O presente estudo tem por matéria a analise do direito, como espelho da sociedade, e
seus lacos com a inteligéncia artificial (IA). Em concordancia, é vista uma abundancia de
estudos académicos no que cerne as aplicacdes positivas da 1A nos mais variados ramos do
Direito, em que se destacam, por exemplo, os robds aplicados aos processos nos tribunais
superiores, como o Supremo Tribunal Federal e o Tribunal Superior do Trabalho (SANTOS,
SANTOS, 2024).

Por outro lado, a tecnologia deepfake ainda é pouco conhecida pela maior parte da
populacdo brasileira, mas ja comeca a despertar preocupacdo tanto no meio juridico quanto
social. Se, por um lado, ela pode ser usada de forma criativa no cinema ou na publicidade, por
outro, vem sendo apropriada de maneira criminosa para gerar fraudes e golpes patrimoniais.
Imagine, por exemplo, um video falso em que a imagem de uma pessoa de confianga, como um
chefe ou parente proximo, € manipulada para solicitar transferéncias de dinheiro ou autorizar
pagamentos. Situacdes como essa ja ocorreram em diversos paises e tendem a se multiplicar
também no Brasil, onde a regulacdo ainda é incipiente e a jurisprudéncia bastante escassa.

Nesse cenério, o deepfake ndo se limita mais a uma ameaga a honra ou a imagem
individual, mas se transforma também em uma ferramenta sofisticada para crimes contra o
patrimdnio, colocando em risco a seguranca econémica de pessoas e empresas. 1sso revela um
desafio urgente: como equilibrar os beneficios da inovacéo tecnolégica com a necessidade de
proteger direitos fundamentais diante de um cenario de rapida transformacéo digital? O presente
artigo ira debater sobre essa problematica enfrentada atualmente.

Nesse sentido, o presente artigo tem por fim compreender como se pronunciam o poder
legislativo e os tribunais brasileiros e qual a interpretacdo proposta, se propondo a ler um dos
potenciais problemas da proliferacdo das 1As no Brasil, em que pese, ainda, ver como o0 pais
tem regulado e atuado em favor (ou contra) a causa, de forma explicativa e descritiva.

No que tange ao método de pesquisa, 0 presente ensaio conta com abordagem
qualitativa, e a metodologia para coleta de dados foi a pesquisa bibliogréafica e documental, a
qual conta com a revisdo de literatura de série de artigos, além da analise fundamentalista da
jurisprudéncia brasileira sob o assunto. O ponto de partida foram as doutrinas penalistas, como
Rogério Greco e Nelson Hungria, aliados as plataformas Scielo, Google Académico e Capes,
que por meio de pesquisa efetiva, foi possivel chegar a integralidade desta, que conta com 0s

capitulos distribuidos em: contextualizacdo da inteligéncia artificial na contemporaneidade,
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fundamentacéo juridica dos crimes de estelionato e extorsdo, onde se encontra o Brasil e as
propostas de regulamentacdo e usos para o direito, analise jurisprudencial sobre o assunto e

consideracdes finais.

2. CONTEXTUALIZAQAO DA INTELIGENCIA ARTIFICIAL NA
CONTEMPORANEIDADE
A inteligéncia artificial na hodiernidade, possivel de ser chamada também de agentes
artificiais autbnomos (BROCHADO, 2023), levam esse nome pois ndo somente sdo capazes de
replicar ou potencializar os conhecimentos humanos em um curto intervalo de tempo, mas
possuem a capacidade de aprendizado, 0 machine learning (BROCHADO, 2023).

Nessa senda, através da utilizacdo de algoritmos, definido como

conceito fundamental em ciéncia da computacdo. O termo identifica o
conjunto de instrugdes, regras e parametros que orientam os computadores a
cumprir as tarefas que Ihes foram atribuidas. Sdo formulas, c6digos e roteiros
que selecionam, tratam e estocam os dados, com o0 objetivo de obter um
determinado resultado (BARROSO, MELO, 2024, p. 8)

E por meio dos algoritmos que o caminho da humanidade seguird, uma vez que
construirdo ao longo dos anos um papel cada vez mais protagonista (BONALDO, 2023),
facilitam a analise de dados e é por meio deles que se molda e evolui o aprendizado da maquina,
e sdo por essas razdes que permitirdo com que vejamos vez mais empresas, sistemas publicos
e sujeitos utilizando os entes artificiais para o cotidiano. Assim, os algoritmos facilitam e
oportunizam a geracdo de progndstico das IAs, essas que se constituem como verdadeiros
auxilios para a tomada de decisGes humanas. Vemos o futuro se refletir no presente.

Nesse sentido, inimeras inteligéncias artificiais comegaram a se proliferar nas Gltimas
décadas, como a Siri ou 0 “Ok Google” popularmente vistos nos celulares. Em um cendrio mais
recente, popularizaram-se as |As generativas, que por conceito possuem a capacidade de gerar
algo novo. Utilizando-se de exemplo, se com o Google pesquisamos o funcionamento de algo
e somos redirecionados a terceiros, através desses modelos de IA somos respondidos com um
conceito autdbnomo criado pela propria maquina.

Atraves desse potencial, a populagdo mundial passa a utilizar de tais ferramentas para
delegar tarefas diarias, seja para realizacdo de tarefas e pesquisas, utilizar de algoritmos para
investimentos financeiros, fundamentar peticdes juridicas, entre outros, como bem salienta

Brochado ao relatar que
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Causa especial estranhamento intelectual e temor moral os feitos tecnol6gicos
no campo da projecdo (design) de maquinas ditas inteligentes, o que vem
sendo explorado a exaustdo pelos mass media e seduzindo consumidores em
todos os loci da World Wide Web, muito especialmente por se conjecturar a
superacdo intelectiva e emotiva das competéncias cognitivas humanas por
rob6s em formato incorporado humanoide (tarefa da Robética). Um feito
exemplar, nesse sentido, é a venda de assistentes artificiais pessoais para
atuarem como babés, cuidadores, mediadores empresariais € companhias
intimas, e.g., a ginoide (fembot) Olivia, o robé sexual de luxo mais avancado
da linha RealDoll, que foi oferecida ao mercado em 2021 pela empresa
americana Abyss Creations. (BROCHADO, 2023, p. 79)

Na mesma obra acima citada, é defendido que a insercéo das entidades inteligentes na
sociedade mundial provoca ndo somente uma pluralidade de entes, mas também uma nova
forma antropoformizante de se verificar a realidade (BROCHADO, 2023). Ora, 0 maquinario
ndo somente gera informacdes simples através de algoritmos, mas processa banco de dados com
incrivel velocidade e € capaz de aprender, evoluir e potencializar seus resultados ao longo do
tempo, 0 que gera uma autonomia crescente, formando a inteligéncia artificial como
intermediadora das relacGes sociais.

E a primeira vez na historia que é possivel encontrar na realidade entes que imitam o
pensamento humano com semelhante autonomia e proficiéncia (com o minusculo tempo para
resposta, em muito é também maior). De tal maneira, Brochado (2023) defende que
inauguramos um momento histérico antes ndo visto. Porém, por ser o proprio humano o
responsavel pelos calculos por tras da IA, essa antropomorfizacao é apenas mais uma forma de
alienacdo das tarefas realizadas pelo ser humano, mas que dessa vez, a um suporte hiper
tecnoldgico concreto.

Assim, resta a nds aguardar o futuro dos algoritmos e verificar até onde o machine
learning ird nos levar, pois se atualmente os sistemas sdo capazes de nos ajudar (ou fazer por
nos) tarefas do ambito educacional, social, financeiro e até mesmo psicolégico (vide LuzlA),
ndo sabemos até onde isso ird nos levar. Resta, portanto, auferir as 1As efetiva regulamentacao,

a fim de que sejam elas sempre proficuas para a sociedade humana.

3. ANALISE TEORICA DOS CRIMES DE EXTORCAO E DE ESTELIONATO NO
CONTEXTO DA INTELIGENCIA ARTIFICIAL
O Cadigo Penal brasileiro, em seu Titulo Il da parte especial, prevé os crimes contra

0 patrimdnio (arts. 155 a 183) como aqueles que lesam ou expdem a perigo a propriedade ou
posse de bens fisicos ou imateriais. Tais delitos se apresentam na lista daquelas infragdes penais
mais praticadas em nosso pais, fortemente relacionada pela ineficiéncia estatal sobre a

sociedade. Conforme adverte Rogério Greco:
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Dessa forma, podemos concluir que os crimes patrimoniais, previstos no
Titulo em estudo, originam-se, basicamente, da auséncia do Estado Social,
que cria, dada a sua ma administracdo, um abismo entre as classes sociais,
gerando, consequentemente, um clima de tensdo, altamente propicio ao
desenvolvimento de uma mentalidade voltada & pratica dessas infracdes
penais (GRECO, 2022, p. 1157)

Esse contexto de vulnerabilidade social, aliado ao avango tecnoldgico citado no
capitulo anterior, amplia 0 campo de a¢do para delitos patrimoniais, sobretudo pela facilidade
de acesso a recursos tecnoldgicos, como a ferramenta deepfake. Nesse sentido, entre os delitos
mais comuns e relevantes quanto as novas tecnologias, destacam-se o estelionato (art. 171, CP)
e a extorsdo (art. 158, CP), tendo em vista que essas ferramentas de inteligéncia artificial, ao
simularem com elevado grau de realismo as caracteristicas visuais e sonoras do ser humano,
potencializam a capacidade de enganar ou constranger as vitimas para obtengdo de vantagem
ilicita. Embora distintos quanto ao modus operandi, esses crimes compartilham um mesmo
elemento subjetivo: o animus rem sibi habendi, isto é, 0 animo de ter a coisa para si.

Aprofundando-se sobre essas respectivas normas penal, o crime de extorsao, é o fato
de um sujeito constranger alguém, mediante violéncia ou grave ameagca, e com a finalidade de
obter para si ou para outrem indevida vantagem econdmica, a fazer, tolerar que se faca ou deixar
de fazer alguma coisa (CP, art. 158, caput). Trata-se de um tipo complexo, dada pela fusdo da
protecdo da integridade fisica e o patrimonio, descrevendo tanto a conduta quanto o resultado
pretendido pelo agente, mas ndo exige que o resultado (vantagem econémica) se concretize para
que o crime se consuma, em conformidade com a Sumula n. 96 do STJ. Assunto explicado

precisamente pelo desembargador e penalista Hungria:

O meio mais comumente empregado para a extorsdo é a grave ameaca, e, tal
como no roubo, ndo ha distinguir se 0 mal prometido €, em si mesmo, injusto,
ou ndo. N&o ha confundir o crime de ameaca (art. 147) com a ameaga como
meio executivo de crime: no primeiro caso, é necessario que o mal ameacado
seja injusto; no segundo, é indiferente que possa ser, ou ndo, infligido
secundum ius. Ainda que se tenha direito & infligdo de um mal, a ameaca de
exercé-lo torna-se obviamente contra jus quando empregada como meio a
pratica de um crime. E preciso, porém, ndo confundir o caso em que o mal &,
em si mesmo, justo e injusta a vantagem pretendida, e 0 em que, injusto o mal,
é justa a vantagem pretendida: no primeiro, ha extorsdo; no segundo, ndo,
apresentando-se o crime de violento ‘exercicio arbitrario das proprias razdes’
(art. 345). Assim, serd este o crime cometido, v.g., pelo proprietario que obtém
do ladréo, sob ameaca de morte, a restituicdo da res furtiva, ja na sua posse
tranquila. Existe extorsdo ainda quando o agente, tendo alguém sob coacédo
legitima, Ihe exija vantagem para fazer cessa-la, ex.: o particular que prende
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um criminoso em flagrante, exige dele, a seguir, a entrega de dinheiro para
libertd-lo. (HUNGRIA, 1955, p. 69)

No contexto atual, de forma negativa, a IA possibilitou o agente (sujeito ativo)
concretizar a extorsdo por meio de videos ou audios manipulados, na qual ameaca a vitima com
0 objetivo de receber vantagem econdmica. Ainda que o contetdo manipulado seja falso e a
parte passiva saiba, o dano reputacional potencial e o abalo psicolégico bastam para coagi-la.
A tecnologia, nesse cenério, atua como amplificadora da gravidade da ameaca.

Um exemplo, seria a criacdo de um video intimo adulterado com a imagem da vitima
através da deepfake e a ameaca de divulgacdo, situacdo que vem ocorrendo constantemente.

Logo, além da integridade fisica e patrimonial, passa-se a reconhecer a necessidade de
protecdo eficaz da dignidade e integridade moral da vitima, especialmente quando exposta a
constrangimentos decorrentes de contetdo falsificado com aparéncia verossimil.

Por outro lado, temos o crime de estelionato, na qual segundo a definigéo legal,
consiste na obtencdo de vantagem ilicita, em prejuizo alheio, mediante fraude, ardil ou outro
meio enganoso (CP, art. 171, caput). Nesse sentido, observa-se a dependéncia da cooperacao
da vitima, que, embora enganada pela fraude, colabora involuntariamente com o agente ativo
do crime, sendo induzida a agir em seu proprio prejuizo.

Nessa 6Gtica, o pensador Fernando Capez explica que:

Trata-se de crime em que, em vez da violéncia ou grave ameacga, 0 agente
emprega um estratagema para induzir em erro a vitima, levando-a a ter uma
erronea percepcdo dos fatos, ou para manté-la em erro, utilizando-se de
manobras para impedir que ela perceba o equivoco em que labora (Capez,
2020, p. 842)

No contexto digital, muitos pesquisadores estdo retratando o estelionato mediante o
uso da IA, como “fraude sofisticada”, visto que o agente pode se valer dessas ferramentas para
elaborar pedidos falsos de transferéncia bancaria ou fraudar relacdes pessoais, explorando a
credulidade da vitima. Assim, segundo dados do Forum Brasileiro de Seguranca Publica
(FBSP), observou um aumento expressivo nos casos de estelionato no meio eletrénico no
Brasil. Em 2021, meados da pandemia do Covid-19, registraram-se 115 ocorréncias por 100
mil habitantes, alem disso, em 2022, esse numero saltou para 189,9 por 100 mil habitantes,
representando um crescimento de 65,1% em apenas um ano (HONORIO; STABILE; PAIVA,
2023).
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Esse cenario revela uma escalada preocupante de crimes contra o patriménio no
ambiente digital, impulsionada por técnicas cada vez mais sofisticadas que ampliam
significativamente o poder de convencimento do agente criminoso, tornando as vitimas mais
vulneraveis ao erro e facilitando a obtencdo de dados sensiveis e transferéncias financeiras
indevidas.

Diante desse panorama, o legislador brasileiro buscou atualizar o ordenamento juridico
para enfrentar essas novas modalidades de estelionato. Foi nesse contexto que surgiu a Lei n°
14.155/2021, sancionada em 28 de maio de 2021, que promoveu alteracdes relevantes no
Caodigo Penal e no Cédigo de Processo Penal, com a finalidade de tornar mais eficaz a repressao
as condutas fraudulentas praticadas em ambiente virtual.

Entre as inovacOes trazidas pela referida norma, destaca-se a inclusdo dos 8§ 2°-A e §2°-
B no art. 171 do Codigo Penal, que passaram a tratar expressamente da fraude eletronica,
prevendo penalidades mais severas quando o estelionato é cometido por meio de redes sociais,
contatos telefénicos ou e-mails falsos, ou ainda por meios tecnoldgicos analogos, abrindo
espaco para a interpretacdo extensiva de que o uso das IAs pode configurar circunstancia

agravante:

Art. 171 -Obter, para si ou para outrem, vantagem ilicita, em prejuizo alheio,
induzindo ou mantendo alguém em erro, mediante artificio, ardil, ou qualquer
outro meio fraudulento:

§ 2°-A. A pena é de reclusdo, de 4 (quatro) a 8 (oito) anos, e multa, se a fraude
é cometida com a utilizacdo de informacgdes fornecidas pela vitima ou por
terceiro induzido a erro por meio de redes sociais, contatos telefonicos ou
envio de correio eletronico fraudulento, ou por qualquer outro meio
fraudulento anélogo.

§ 2°-B. A pena prevista no § 2°-A deste artigo, considerada a relevancia do
resultado gravoso, aumenta-se de 1/3 (um tergo) a 2/3 (dois ter¢os), se o crime
é praticado mediante a utilizacdo de servidor mantido fora do territério
nacional.

Desse modo, surge a necessidade de refletir e debater se o arcabouco juridico atual é
suficiente para combater tais condutas ou se a tipificacdo carece de inovagédo para acompanhar
0 avanco tecnoldgico. As novas tecnologias, portanto, desafia o intérprete do Direito Penal a
repensar os limites dos tipos classicos e a ponderar sobre a expansdo da fundamentacdo teorica

dos crimes contra o patriménio.

4. O BRASIL E A AS PROPOSTAS DE REGULACAO E USOS PARA O DIREITO
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E imprescindivel para localizar o Brasil nas suas propostas regulatorias, dissertar sobre
a Resolugdo numero 332 do Conselho Nacional de Justiga (CNJ, 2020), que, “considerando que
a Inteligéncia Artificial, ao ser aplicada no Poder Judiciario, pode contribuir com a agilidade e
coeréncia do processo de tomada de decisdo”, além do respeito aos principios e direitos
fundamentais, bem como devem ser fundamentadas na transparéncia e nas decisdes tomadas

sem preconceito, resolvem

Art. 1° O conhecimento associado a Inteligéncia Artificial e a sua
implementacdo estardo a disposicdo da Justica, no sentido de promover e
aprofundar maior compreensao entre a lei e o agir humano, entre a liberdade
e as instituicdes judiciais.

Art. 2° A Inteligéncia Artificial, no ambito do Poder Judiciario, visa promover
0 bem-estar dos jurisdicionados e a prestacdo equitativa da jurisdicdo, bem
como descobrir métodos e praticas que possibilitem a consecugdo desses
objetivos. (CNJ, 2020, p. 3)

(..)

Art. 4° No desenvolvimento, na implantagdo e no uso da Inteligéncia
Artificial, os tribunais observardo sua compatibilidade com os Direitos
Fundamentais, especialmente aqueles previstos na Constituicdo ou em
tratados de que a Republica Federativa do Brasil seja parte.

Art. 5° A utilizagdo de modelos de Inteligéncia Artificial deve buscar garantir
a seguranca juridica e colaborar para que o Poder Judiciario respeite a
igualdade de tratamento aos casos absolutamente iguais. (CNJ, 2020, p. 4)

Portanto, observa-se em claro, bem como apontado na introducéo, que o Brasil se
posiciona como um dos paises que utiliza da Inteligéncia Artificial e seus artificios para o bem
da sua seguranca juridica. Por claro, ha de respeitar e observar, de maneira rigida, quanto aos
principios constitucionais que regem a tutela jurisdicional.

E nesse caminho que surgem as decisdes de agentes artificiais autbnomos que, por
reproduzir vieses humanos — afinal, somos nds que construimos, a partir de perguntas realizadas
as maquinas, o machine learning — pode ser submetida a preconceitos e algoritmos
discriminatorios, como bem estabelecem Barroso e Melo (2024). Porém, como relatado,
sustentam o0s autores que a existéncia de tais riscos, por mais que ndo devem (de forma alguma)
ser ignoradas ou deixadas de lado, sdo levadas em consideracdo por conta da preexisténcia de
tais mazelas quanto aos juizes humanos decidindo.

Nesse contexto, é importante a reflexdo: seriam as entidades inteligentes aptas a
fundamentarem decisdes judiciais de forma mais imparcial e menos discriminatdria? Seria um
caminho para maior seguranga juridica? Efetivamente, € uma discusséo que seré levada ao cabo

nos préximos anos, em que se implementardo com cada vez mais efetividade o uso das IAs ao
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longo do Poder Judiciério brasileiro. Para fins de aprofundamento, cite-se o artigo 7 (sete) da
referida resolucdo, que preza especificamente que

As decisbes judiciais apoiadas em ferramentas de Inteligéncia Artificial
devem preservar a igualdade, a ndo discriminagcdo, a pluralidade e a
solidariedade, auxiliando no julgamento justo, com criagdo de condic¢des que
visem eliminar ou minimizar a opressdo, a marginaliza¢do do ser humano e 0s
erros de julgamento decorrentes de preconceitos (CNJ, 2020, p. 5)

Mesmo com a Resolucdo implementada pelo CNJ, observa-se certa contradicdo no
arcabouco regulatdrio brasileiro: o Brasil € um dos paises mais atrasados — quando comparados
a pares mais desenvolvidos (SANTOS, SANTOS, 2024) — em relacdo a propositura de
discussGes no ambito legislativo. Verifica-se que a Resolucdo instituindo a possibilidade de
aplicacdo de inteligéncia artificial para o direito, mas citando como fonte ética (CNJ, 2020)
apenas a Carta Européia de Etica, restando apenas resolucdes ou leis que visam o controle de
dados sensiveis (ndo tangem especificamente sobre inteligéncia artificial), construindo certa

lacuna legislativa que causa estranheza, visto que

0s trés poderes do governo, Judiciario, legislativo e Executivo, sdo grandes
utilizadores dessa tecnologia. Grandes modelos de IA estdo a ser implantados
por entidades governamentais, explorando as enormes quantidades de dados
produzidos pela prestacéo de servigos. (SANTOS, SANTOS, 2024, p. 34)

Portanto, em comparacdo com pares tais como Japdo e Estados Unidos (SANTOS,
SANTOS, 2024), o Brasil esta, sim, atrasado quanto a isso. Porém, restam estabelecer e definir
quais sdo os desafios que impedem o Brasil de agir ativamente a favor (ou contra, quando
utilizadas para fins delitivos) da causa hiper tecnolégica. Seguindo essa linha de estudos, Santos
e Santos (2024) enumeram os seguintes: limitacdo da estratégia brasileira aos projetos que
atualmente tramitam no legislativo, a superficialidade no tratamento de teméticas envolvendo
a lA, a falta de parametros para controle de dados referente as IAs e a possivel prematuridade
em aprovacgdo de um marco legal da IA, além da incerteza quanto ao topico da responsabilidade
civil, anteriormente apontado.

Nesse sentido, cumpre a esse estudo apontar os principais projetos de leis que se
referem as mazelas (dos humanos e sua moral deturpada, e ndo da tecnologia) das IAs quando
utilizadas para fins perversos e criminais. Cite-se, primordialmente, a manipulagéo de audios e

fotos para extorsdo, pois é conhecido por grande parte da comunidade juridica a utilizagdo da
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deepfake, que se resume na sintetizacdo de audios e videos por meio de IA, comumente

fraldando a intimidade de outrem, e podem ser subclassificadas em

The following categories of deep fake videos exist: face-swap, synthesis, and
manipulation of facial features. In face-swap deep fakes, a person's face is
swapped with that of the source person to create a fake video to target a
person for the activities they have not committed, which can tarnish the
reputation of the person. In another type of deep fake called lip-synching, the
target person’s lips are manipulated to alter the movements according to a
certain audio track. The purpose of lip-syncing is to simulate the victim's
attacker's voice by having someone talk in that voice. With puppet-master,
deep fakes are produced by imitating the target's facial expressions, eye
movements, and head movements. Using fictitious profiles, this is done to
propagate false information on social media. Last but not least, deep audio
fakes or voice cloning is used to manipulate an individual's voice that
associates something with the speaker they haven’t said in actual. (RAFIQUE
etal, 2023, p. 1)

Para esta nova realidade, surgem estudos internacionais que abordam a utilizacdo dos

deepfakes para cometimento de crimes, bem como surgem no Brasil os primeiros projetos

legislativos para abordagem direta sobre o assunto, visando proteger os brasileiros do que pode

ser uma rapida proliferacdo de precedentes judiciais gerados por esses crimes, visto que ainda

existe lacuna no assunto.

Sob essa nova realidade, o Projeto de Lei (PL) 4.730/2023 (BRASIL, 2023) emerge

para adicionar ao art. 61, inciso Il, do Codigo Penal a alinea “m”, tornando crimes cometidos

mediante utilizacdo de IA como agravante genérica. Tal PL retrata o cenario do direito

brasileiro, como espelho da sociedade, iniciando medidas (urgentes) para represalia dos crimes

utilizando o arcabouco hiper tecnolégico. Conveniente trazer, portanto, a fundamentacao deste,

veja-se:

Tem sido muito comum o estelionato cometido através do aplicativo whatsapp
e outras redes sociais, onde o criminoso, ap6s clonar o nimero da vitima,
passa-se por ela pedindo dinheiro para a maioria dos contatos salvos ali. E,
assim, tendo em vista a expertise desses criminosos, muitas vitimas acabam
caindo nesse golpe. Como muitos passaram a desconfiar dessas mensagens de
texto, os criminosos, utilizando-se da inteligéncia artificial, passaram a gravar
audios e videos, com a mesma voz da vitima, tentando passar mais
credibilidade ao pedir dinheiro. Sendo assim, € através da inteligéncia
artificial que muitos crimes estdo evoluindo, criando cada vez mais vitimas.
Por este motivo, este projeto de lei é extremamente relevante, pois ira
caracterizar uma agravante quando o crime for cometido mediante o uso da
inteligéncia artificial. (BRASIL, 2023, p. 2)

O projeto reflete a proliferacdo das deepfakes, fazendo com que pessoas vulneraveis

tenham que suspeitar ndo somente quanto a imagem, mas se a voz apresentada nas mensagens
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enviadas ¢ mesmo de pessoa afeta ou se é decorrente de manipulacdo por IA. Destaca-se que,
para alguém ndo adepto a utilizacdo de tecnologia, é praticamente impossivel prevenir o crime.

Em cenério semelhante, surgem as deepfakes com o proposito de simular cenas
pornograficas com a imagem das vitimas, seja para ofender, “zoar” ou mesmo extorquir. E o
que transparece o PL 5394/2023, ao propor a criminalizagcdo da adulteracdo, montagem ou
modificacdo de elementos audiovisuais que cernem a intimidade da pessoa. Ao ler a
fundamentacdo, nota-se a urgéncia e o pesar com que tais medidas emergem no legislativo
brasileiro. Por mais que os estudos nacionais ndo se concentrem nas deepfakes, elas existem,

acometem vulneraveis e provocam o poder politico para atuar contra, como no caso da

inteligéncia artificial para criar montagens com base em arquivos de imagens
reais, tornando essas montagens téo realistas ao ponto de enganar a muitos. O
mais grave, todavia, é quando essas montagens sdo feitas a partir de imagens
da intimidade das pessoas, especialmente de mulheres e criancas e
adolescentes. (BRASIL, 2023, p. 2)

Ao longo da fundamentacédo do Projeto de Lei (BRASIL, 2023), séo sustentados 3
(trés) casos: o primeiro ocorreu na Escola Santo Agostinho, na cidade do Rio de Janeiro, em
que foram veiculadas imagens falsas de ao menos 20 (vinte) alunas em cenas intimas, por assim
dizer. Na ocorréncia, foram vitimas alunas entre o 7° (sétimo) e 9° (nono) ano do ensino
fundamental, sendo suspeitos alunos da referida escola.

Em caso diverso, relatou-se que a atriz Isis Valverde prestou boletim de ocorréncia em
delegacia, ap6s imagens suas — originariamente com roupa de banho — ter sido adulterada e
viralizada como “nudes”. Foi relatado ainda que, lamentavelmente, foram encontradas imagens
adulteradas préximas ao numero de 3.000 (trés mil), em que todas retratam cenas de criangas
despidas, retratadas em situacdo de pedofilia e abuso, nas redes do Reino Unido.

Outrossim, surge o PL 6.119/2023, com o propésito de alteracdo do Codigo Penal para
dispor sobre o uso fraudulento da Inteligéncia Artificial, com a redacdo do art. 171-B da

seguinte forma:

Fraude publicitaria com uso de inteligéncia artificial

“Art.171-B Criar, utilizar e propagar videos de pessoas famosas ou andnimas
criados por inteligéncia artificial com a finalidade de manipular, enganar e
induzir a erro consumidores” (NR)

Pena - recluséo, de 4 (quatro) a 8 (oito) anos, e multa (BRASIL, 2023, p. 1)

Tal dispositivo seria demasiadamente util, vez que veiculam nas paginas de redes

sociais anuncios milagrosos, como em casas de apostas com lucros infinitos, andncios de
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produto capazes de curar milagrosamente certos problemas de salde, entre outros. O problema
é que tais andncios sdo normalmente feitos através da deepfake, ao manipular a imagem e voz
de uma pessoa famosa para induzimento de consumidores ao golpe, enquadrando-se, portanto,
no crime de estelionato.

Por fim, registre-se a aprovacdo da Lei 15.123 (BRASIL, 2025), j& em vigor, que trata
do endurecimento de pena ao cometer violéncia psicoldgica contra mulheres, parcela da
populacdo mais vulneravel aos ataques cometidos via deepfakes. Dessa maneira, por mais que
ndo seja acerca de crime contra 0 patrimonio, € mais uma iniciativa brasileira nesse marco
contra a utilizagdo de Inteligéncia Artificial para fins delitivos, de forma a endurecer a pena do
delito em comento pela metade, demonstrando o interesse politico-normativo nacional em
fomentar uma legislacdo, ainda escassa, sobre o tema.

E evidente que a falta de regras no Brasil facilita a proliferacdo dos agentes aptos a
manipularem as ferramentas tecnoldgicas para o crime, bem como aqueles aptos rapidamente
poderdo proliferar as suas condutas. Enquanto ndo ha norma, menor seré a efetividade social

guanto a essa nova — e infeliz — utilizacéo da IA.

No Brasil, ndo ha legislacdo sobre o uso de inteligéncia artificial o que
dificulta o trabalho das autoridades em punir. O mesmo se diz em relagdo aos
orgdos responsaveis pela autorregulamentacéo publicitaria que também nao
regulamentaram o uso da inteligéncia artificial na veiculacdo de propagandas.
A falta de regras é o ambiente perfeito para atuacdo de criminosos que lucram
alto com o0 uso da inteligéncia artificial cujo objetivo Gnico é enganar as
pessoas. (BRASIL, 2023, p. 1)

Em cenério de evidente lacuna normativa, resta analisar como o judiciario reage

quando provocado em tais situacgdes.

5. ANALISE JURISPRUDENCIAL SOBRE A UTILIZACAO INDEVIDA DE
INTELIGENCIA ARTIFICIAL PARA COMETIMENTO DE CRIMES CONTRA O
PATRIMONIO

Em um cenario brasileiro em que a lacuna normativa favorece a proliferagdo de
precedentes judiciais e casos em que se apreciem a utilizagéo da deepfake para cometimento de
delitos, destaca-se ndo existirem variedade de casos ao longo dos tribunais patrios. Porém, ainda
assim existem poucos, que refletirdo na tematica abordada e conduzirdo os resultados desta

pesquisa.
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Na competéncia do Tribunal de Justica de Goids (TJ-GO), é avaliada a matéria
envolvendo crimes cometidos por meio de IA e deepfakes no Habeas Corpus (HC) 5258848-
10.2024.8.09.0044, em que € paciente o Sr. Jodo Victor Guimardes Pires. Em suma, é alegado
no HC que o paciente esta sofrendo constrangimento ilegal em decorréncia de prisao irregular,
pois, sendo o paciente investigado pelo crime de extorsdo, ndo existiria materialidade suficiente
para conversdo da prisdo tempordria em preventiva, bem como careceu de correta

fundamentacéo a decisédo estabelecida pelo juizo de base, definido como autoridade coatora.

Aduz o impetrante que a prisdo decorre de investigacbes que apontam o
paciente como autor de extorsdo, mediante ameaca de divulgacdo de fotos
intimas de Sandy Mendes Santana. Obtempera que a decisdo segregatoria
(prisdo temporaria, posteriormente convertida em preventiva) fundamenta-se
na garantia da ordem publica e na conveniéncia da instrucdo criminal, haja
vista a gravidade do delito e a possibilidade de reiteracdo criminosa,
evidenciada pelo comportamento do paciente e pelo contedo apreendido em
seus dispositivos eletrénicos. Argumenta que a decisdo que decretou e
manteve a prisdo preventiva carece de fundamentacdo adequada, pois néo
justifica a necessidade da manutengdo da medida cautelar com base em
elementos concretos presentes nos autos. (TJ-GO, 2024, p. 1)

Frisa-se que houvera parecer favoravel do Ministério Publico (MP) para converséao da
prisdo temporaria para preventiva, além de representacdo do delegado para tanto, em
consonancia com as regras do art. 312 do Codigo de Processo Penal, reiterando-se a
eventualidade com que a prisdo sem efetiva condenacéo deve ser utilizada.

O modus operandi do paciente consistia em utilizar de fotos de variadas mulheres a
partir de suas redes sociais e converté-las, a partir de programas de 1A, em fotos intimas, com

nudez expressa das vitimas, com o fim de extorqui-las.

Em continuacdo, nota-se que as imagens anexadas & representacdo
corroboram a suspeita de que o investigado captura fotos de mulheres, por
meio das redes sociais e, posteriormente, as submete a programas de
inteligéncia artificial, transformando-as em imagens de nudez, como foi 0 caso
da vitima SANDY. Além disso, os historicos de navegacao revelaram que, nos
altimos dias, o investigado acessou uma variedade de sites e programas
relacionados a geracdo de contelido pornografico por meio de inteligéncia
artificial, demonstrando a contemporaneidade da acéo (artigo 312, §2°, CPP).
(TJ-GO, 2024, p. 3)

Em uma andlise contextualizada com as propostas legislativas brasileiras, percebe-se
gue o paciente teria sido acusado também sob o fulcro do que emana o PL5394/2023, uma vez

presente a adulteracdo de imagens que dizem sobre a intimidade das vitimas.
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A partir da fundamentacdo do juizo de base, o eminente desembargador relator
Donizete Martins de Oliveira sustenta a manutencdo da prisdo preventiva de forma impecavel,
citando a periculosidade e risco de reiteracao delitiva a partir do modus operandi, isso &, a
facilitacdo dos meios de adulteracdo existentes atualmente e a expertise do paciente, que possuia
efetiva prova de materialidade e outras vitimas potenciais, elevam — e muito — a gravidade do
delito cometido.

Dessa forma, mesmo em caso de lacuna legislativa, o eminente desembargador
entende a gravidade da conduta, destacando no caso o uso de inteligéncia artificial e das efetivas
medidas necessarias para combater o seu uso maléfico, que no caso, sdo resumidas a conversdo
de prisdo temporaria em preventiva, tratando o problema das deepfakes com a necesséria
seriedade e preocupacdo. O caso ainda exalta o potencial da utilizacéo de IA ndo somente contra
uma vitima, mas contra uma rede de vulneraveis, nesse HC, mulheres. E cabivel, portanto,

perceber que

(...) a natureza da conduta para praticar a extorsao, especificamente o uso de
inteligéncia artificial para manipular imagens das vitimas, configura uma
agravante significativa na avaliacdo da gravidade concreta do delito
perpetrado. Esta técnica moderna, que permite alterar imagens para criar
conteudo falso, implica uma intrusdo ainda mais profunda e insidiosa na
privacidade das pessoas, transformando ac¢Ges ordinarias em redes sociais em
armas contra a integridade e honra das vitimas. O emprego dessa tecnologia
ndo somente amplifica a capacidade de dano, como também evidencia a
premeditacdo e o alto grau de sofisticacdo na execucdo dos delitos. A
manipulacdo digital de imagens para retratar as vitimas em contextos de nudez
ou de conteudo sexual sem seu consentimento e conhecimento configura uma
violacdo extrema da dignidade e da imagem pessoal, efeitos esses que
perduram indefinidamente na rede mundial de computadores, gerando
traumas psicologicos prolongados e danos a reputagéo dificilmente reparaveis.
Além disso, a capacidade de criar essas imagens falsas amplia
exponencialmente o alcance e o potencial de extorsdo, permitindo a coacéo
das vitimas sob a ameaga de divulgacao dessas imagens forjadas, aumentando
a pressdo psicoldgica e o sentimento de impoténcia das mesmas. Essa pratica,
portanto, ndo apenas subverte a tecnologia para fins criminosos, mas também
potencializa a gravidade dos atos ao criar uma realidade alternativa
prejudicial, que pode ser percebida pelo pablico como verdadeira. (TJ-GO,
2024, p. 6)

Condiz também, portanto, com a proposta legislativa de estabelecer o uso de 1A como
agravante generica no art. 61, inciso I, do Cddigo Penal, demonstrando conex&o entre as
medidas em discussdo no poder legislativo e aquelas interpretadas pelo judiciario.

Em caso pouco similar, mas igualmente relevante, esta o HC 2282951-
33.2023.8.26.0000, julgado pelo Tribunal de Justica do Estado de Sao Paulo (TJ-SP), em que
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figura-se como paciente o Sr. Luiz Gustavo Ferreira Martins. Em suma, figuram 0s mesmos
pontos do HC anteriormente julgado pelo TJ-GO, como demonstrado, de forma que ressaltou
primordialmente a nova idade do paciente, bem como a ndo comprovacdo de efetiva
materialidade.

O caso em particular conta com 11 (onze) investigados. Alegam os impetrantes que o
paciente é novo, com apenas 22 (vinte e dois) anos e auxiliava 0s pais no gerenciamento de
pizzarias. Como pedido liminar, fora solicitada a imediata soltura, pleito indeferido.

Consta no caso que os investigados se associaram com o fim de cometimento de
delitos, causando prejuizo a outrem na forma de crimes contra o patriménio, em que pese 0
estelionato, tipificado no art. 171 do Codigo Penal. Assim, possuiam vasto campo de dados
bancarios de vitimas em potencial — idosos vulneraveis — para realizar o golpe do “motoboy”.
Ligavam para a vitima questionando valores realizados em falsas compras e enviavam um
motoboy para retirada do cartdo. Durante o processo, perguntavam a senha e, uma vez com 0
cartdo em maos, realizavam inimeros prejuizos as vitimas.

Na construcdo da fundamentacdo do eminente desembargador relator Sérgio Ribas,

fora utilizada argumentacao proferida pelo juizo de base, em que se destaca

(...) o crime de estelionato aqui processado, apesar de ndo ser praticado com
violéncia, possui altissimo grau de lesividade pelo incontavel nimero de
vitimas em potencial. Como se pode verificar de todo o cenario até aqui
apresentado, ndo tratamos aqui com estelionatarios que se utilizam apenas da
inocéncia das vitimas, comumente vistos em outros tempos nas ruas e pracas
das cidades brasileiras: aqui temos uma associagdo criminosa que se utiliza de
tecnologia de ponta, inteligéncia artificial, dados pessoais obtidos através da
internet e cujos crimes foram praticados por agentes que se ocultam no manto
do anonimato que caracteriza o mundo virtual (TJ-SP, 2023, p. 6)

No processo em tela, também fora auferida materialidade delitiva através de apreensao
de computadores, que contavam com sistema de tecnologia de ponta e uso da inteligéncia
artificial para captacé@o de dados de inimeras vitimas em potencial, eis o poder da IA utilizada
para fins delitivos. Em igual entendimento do TJ-GO, entende o desembargador que a utilizacéo
de medidas cautelares diversas seria incompativel com a periculosidade do crime em questéo,
haja vista a imensa potencialidade delitiva existente a partir do arcaboucgo tecnoldgico em
questéo.

Portanto, mesmo vista a lacuna legislativa do Estado brasileiro, os precedentes
judiciais escassos atualmente existentes atuam ativamente contra a utilizagdo da IA como ponte

para delitos, que, sendo condenando os autores, reconhecem o potencial lesivo para a
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manutencdo de prisédo com fins processuais, impedindo a continuidade delitiva e a proliferacéo
de casos de igual tamanho.

6. CONSIDERACOES FINAIS

Primariamente, cumpre repisar a questao fundamental como centro desta pesquisa, que
é, factualmente, observar de que forma os tribunais brasileiros observam a utilizagdo da 1A
como forma de cometimento de crime, bem como avaliar de que forma essas questdes chegam
aos tribunais patrios que, como antecipado no titulo, comumente relacionada aos crimes contra
0 patrimonio.

N&o somente, buscou-se avaliacdo descritiva e explicativa do cenério brasileiro frente
ao processo de regulacdo no cenario mundial e interno, em que se destacaram em ambos, atraso
frente a regulacdo. Se internacionalmente o Brasil saiu atras de pares mais desenvolvidos,
internamente houvera estrago criminal, seja em colégios ou casos envolvendo atrizes famosas,
para que somente em 2023 fossem propostos os primeiro Projetos de Lei relacionados a
tematica, de forma que incitou os tribunais brasileiros a realizarem interpretacdo preenchendo
lacunas antes e durante a tramitacdo dos referidos diplomas.

Mesmo assim, observou-se que os tribunais patrios observam a causa da mesma
maneira que o poder legislativo: existe a necessidade de regulamentagdo, reconhecendo a
periculosidade das 1As quando utilizadas para o crime. Porém, tais precedentes ainda sao raros
no Brasil, de forma que se constituiu como verdadeira limitacdo para a pesquisa. Por mais que
os tribunais tenham interpretado da mesma forma e em uma mesma modalidade processual
(Habeas Corpus), foram colacionados 2 (dois) processos, e ndo 20 (vinte).

Sob esse Obice, observou-se que a pesquisa possui verdadeiro potencial dentre os
académicos brasileiros, visto que ainda sdo raros os trabalhos académicos que verdadeiramente
abordam a tematica, uma vez que a maioria aborda as possibilidades da IA generativa para o
uso proficuo ao longo do poder judiciario brasileiro. De tal forma, o trabalho incentiva os
académicos juridicos ao longo do pais a observar de forma critica — realizando
acompanhamentos por meio de pesquisas — em como serda a relagdo direito e A no Brasil daqui
apoucos anos, que, como ja relatado, espera-se que o direito seja mais eficiente frente a matéria.

Por fim, observou-se que a partir da contextualizacédo historica e atual da Inteligéncia
Artificial e seus principais usos, como o ser humano contribui para a progressao da maquina e
seu aprendizado, bem como os principais aproveitamentos dela, foi possivel realizar a
contextualizacdo dela e os riscos para o sistema juridico brasileiro, tanto na fundamentagéo de

decisbes, como utilizacdo para fins delitivos. Finalizando, assim, o trabalho reiterando como os
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poderes legislativo e judiciario veem a matéria, que por final observou-se 0 mesmo rigor

metodoldgico ao tratar sobre a matéria.
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