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XXXII CONGRESSO NACIONAL DO CONPEDI SAO PAULO - SP
DIREITO, GOVERNANCA E NOVASTECNOLOGIASI

Apresentacdo

Os artigos reunidos no *GT 8 — “Direito, Governanca e Novas Tecnologias I”* do CONPEDI
em S&0 Paulo compuseram um conjunto significativo de reflexdes académicas sobre os
impactos sociais, juridicos e politicos das tecnologias digitais. As discussdes evidenciaram a
diversidade de abordagens presentes no campo, abrangendo desde desafios regulatérios até
questBes relacionadas a inclusdo e aos direitos fundamentais na sociedade da informagdo. O
GT foi coordenado pelos Professores Doutores *Felipe Chiarello de Souza Pinto*
(Universidade Preshiteriana Mackenzie), *Diogo Rais Rodrigues Moreira* (Universidade
Presbiteriana Mackenzie) e * Edmundo Alves de Oliveira* (Universidade de Araraquara).

Entre os temas apresentados, destacaram-se andlises sobre * participacdo politica, género e
governanca digital, com estudos que examinaram os direitos politicos das mulheres e a
reproducdo de desigualdades por meio de sistemas algoritmicos. Também foram discutidas
perspectivas sobre ** cidades inteligentes, **inclusdo digital* e o uso dainteligéncia artificial
como instrumento de apoio a pessoas com deficiéncia, apontando tanto potencialidades
guanto limitagdes dessas tecnol ogias.

Os debates incluiram ainda reflexdes sobre * movimentos sociais na internet, ciberativismo e
seus efeitos nos processos democraticos, bem como investigagdes sobre **regulacdo

tecnol 6gica, com foco em modelos normativos de inteligéncia artificial, infocracia, soberania
digital e responsabilidade civil. Aspectos préticos do uso da tecnologia no ambiente juridico
também estiveram presentes, com estudos envolvendo **crimes digitais, ** heranca digital,
** georreferenciamento de iméveis* e a utilizagdo de IA em mecanismos de resolucdo de
disputas.

Além dos artigos apresentados no GT 8, *trabal hos relacionados as teméticas da digitalizacdo
e seus reflexos juridicos foram apresentados em outros GTs do CONPEDI*, ampliando o
escopo geral das discussdes. Entre eles, destacam-se pesquisas sobre:

* conflitos entre * transparéncia processual e protecdo de dados* no contexto do PJe;

* 0 uso da *inteligéncia artificial em crimes de estelionato e extorsdo* e sua limitada
abordagem jurisprudencial;



* osimpactos da* A naatuacdo do Poder Judici&rio* e na concretizacdo da cidadania;

* andlises sobre *educacdo inclusiva, autismo e justica social*, considerando a deducéo
integral de despesas educacionais no imposto de renda.

Em seu conjunto, os trabalhos apresentados nos diferentes GTs revelam a amplitude e a
complexidade das relacdes entre tecnologia, direito e governanca. As pesquisas demonstram
gue os desafios contemporaneos exigem abordagens multidisciplinares, éticas e regulatérias
gue considerem a centralidade das tecnologias digitais na vida social e institucional.

Prof. Dr. Felipe Chiarello de Souza Pinto

Prof. Dr. Edmundo Alves De Oliveira

Prof. Dr. Diogo Rais Rodrigues Moreira



SOBERANIA E NEOCOLONIALISMO DIGITAL: RESSIGNIFICANDO A
RESPONSABILIDADE CIVIL NO BRASIL

DIGITAL SOVEREIGNTY AND NEOCOLONIALISM: REFRAMING CIVIL
LIABILITY IN BRAZIL

Maria Fernanda PereiraLimal
Cildo Giolo Junior 2
Guilherme De Sousa Cadorim 3

Resumo

Este estudo investiga os desafios da responsabilidade civil diante da ascensdo dos sistemas
inteligentes e da transformacdo digital. Parte-se da constatacdo de que os parametros
cléssicos, como conduta, dano, nexo causal e culpa ndo sdo suficientes para lidar com a
autonomia e imprevisibilidade dos algoritmos, propde-se, assim, a reformulagdo normativa
da responsabilidade civil capaz de abarcar as complexidades da era digital. A pesquisa se
preocupa também em analisar model os internacionais como o Al Act da Unido Europeia, que
categoriza riscos e propde uma abordagem hibrida entre responsabilidade objetiva e critérios
técnicos, ja que o Brasil carece de normatizagdo sobre sistemas inteligentes e precisa de
referéncias sobre regulamentacdo. Assim diante da auséncia de um marco regulatério
especifico que compromete a seguranca juridica e a protecdo dos direitos fundamentais,
percebe-se a necessidade de construcdo de um regime de responsabilidade digital que
preserve a soberania nacional frente ao neocolonialismo informacional. Com base em
levantamento bibliogréfico e documental, incluindo dados do relatério da We Are Social
(2024), o estudo propde diretrizes para uma governanca juridica inclusiva, capaz de
responder aos riscos das falhas operacionais dos sistemas automatizados.

Palavras-chave: Responsabilidade civil, Inteligéncia artificial, Plano de governanca digital,
Categorizacdo dos riscos, Neocolonialismo digital

Abstract/Resumen/Résumé

This study investigates the challenges of civil liability in the face of the rise of intelligent
systems and digital transformation. Based on the observation that traditional parameters, such
as conduct, damage, causal connection, and fault, are insufficient to address the autonomy

1 Advogada. Mestranda em Direito pelo PPGD da Faculdade de Direito de Franca, Brasil. Graduada no curso de
Direito pela mesma faculdade. Pesquisadora pelo PIBIC 2020-2021

2 PGs Doutor em Direitos Humanos pelo | GC/CDH da Faculdade de Direito da Universidade de Coimbra.
Doutor em Direito pela Universidade Metropolitana de Santos. Doctor em Ciéncias Juridicasy Sociales UMSA

3 Mestrando em Direito e Pol. Pdblicas na Faculdade de Direito de Franca. P6s graduado em Direito Digital,
LGPD, Direito Constitucional aplicado, Protegdo ao Consumidor e Processo Civil Empresaria. Advogado
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and unpredictability of algorithms, it proposes a normative reformulation of civil liability
capable of encompassing the complexities of the digital age. The research also analyzes
international models such as the European Union's Al Act, which categorizes risks and
proposes a hybrid approach between strict liability and technical criteria, as Brazil lacks
standardization on intelligent systems and requires regulatory references. Therefore, given
the absence of a specific regulatory framework that compromises legal certainty and the
protection of fundamental rights, the need to build a digital liability regime that preserves
national sovereignty in the face of informational neocolonialism is evident. Based on a
bibliographic and documentary survey, including data from the We Are Social report (2024),
the study proposes guidelines for inclusive legal governance capable of responding to the
risks posed by operational failuresin automated systems.

Keywor ds/Palabr as-claves/M ots-clés. Civil liability, Artificial intelligence, Digital
governance plan, Risk categorization, Digital neocolonialism
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1 INTRODUCAO

O Direito, enquanto sistema normativo voltado a regulagdo das condutas sociais, sempre
esteve em constante dialogo com os fendomenos historicos, culturais e tecnolégicos que moldam
a realidade. Contudo, diante do dinamismo das transformagdes digitais impde-se ao
ordenamento juridico um desafio inédito: a necessidade de se readaptar com agilidade e
profundidade a vista de um mundo marcado pela automacao, pela inteligéncia artificial e pela
ubiquidade da informagdo. A era digital ndo apenas altera os meios pelos quais as relagdes
sociais se desenvolvem, mas também modifica substancialmente os proprios fundamentos
dessas relagdes, o que exige uma revisao acerca dos institutos juridicos tradicionais.

Nesse contexto, a responsabilidade civil, um dos pilares do Direito Civil, revela-se
insuficiente quando aplicada de forma estrita aos pardmetros cldssicos. A logica binaria de
conduta, dano, nexo de causalidade e culpa, embora ainda valida, ndo contempla
adequadamente as complexidades envolvidas nas operagdes de sistemas inteligentes, que atuam
de forma auténoma e probabilistica. A imprevisibilidade dos riscos tecnoldgicos, aliada a
dificuldade de atribui¢do de culpa em ambientes algoritmicos, demanda uma reformulagao
conceitual e normativa da responsabilidade civil, capaz de abarcar os novos contornos da
realidade digital.

O Brasil, inserido nesse cenario de transformacao global, encontra-se diante da urgéncia
de regulamentar juridicamente as situagdes em que falhas operacionais de sistemas inteligentes
causam danos a individuos, coletividades ou institui¢cdes. A auséncia de um marco regulatorio
especifico para a inteligéncia artificial compromete ndo apenas a seguranca juridica, mas
também a protecao dos direitos fundamentais dos cidaddos. Assim, a constru¢ao de um regime
de responsabilidade digital, adaptado as caracteristicas da tecnologia, ¢ condi¢@o essencial para
garantir a efetividade do Direito e a preservag¢do da soberania nacional frente aos desafios da
globalizacdo informacional.

A transformagdo da responsabilidade civil frente a era digital ndo precisa ocorrer em
completo isolamento normativo. O ordenamento juridico brasileiro pode e deve se inspirar em
modelos regulatorios ja consolidados internacionalmente, como o Al Act da Unido Europeia,
que representa um marco na regulamentacdo da inteligéncia artificial. A categorizacao dos
riscos proposta por esse regulamento, que distingue sistemas algoritmicos conforme seu
potencial de causar danos permite a hibridizacdo da responsabilidade civil, combinando

elementos da responsabilidade objetiva com critérios técnicos e contextuais. Essa abordagem
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favorece a criagdo de um modelo juridico mais flexivel, capaz de responder as especificidades
dos sistemas inteligentes sem abandonar os fundamentos cldssicos da reparagao.

Justificada a presente discussdo, a questdo central que orienta esta pesquisa consiste em
investigar: como se configura a responsabilidade civil por falhas operacionais de sistemas
inteligentes, considerando os limites e possibilidades da soberania juridica brasileira?

Dessa forma, para alcancar os resultados almejado o percurso metodologico adotado neste
estudo foi o método dedutivo, ja que se partiu da premissa de que o instituto tradicional da
responsabilidade civil demanda reformulagdo conceitual e normativa para ser eficazmente
aplicado as novas dinamicas digitais. Ainda assim, reconhece-se que persistem obstaculos
significativos para a consolidagdo de um regime juridico nacional que assegure a soberania
brasileira na regulagdo dessas tecnologias emergentes.

Fez-se necessario também o uso do método auxiliar comparativo, com o objetivo de
examinar experiéncias normativas estrangeiras que possam servir de referéncia para o
ordenamento juridico brasileiro, destacando-se a analise da categorizagdo de riscos proposta
pelo Al Act da Unido Europeia. Para tanto, esta pesquisa se caracteriza por ser qualitativa, pois
parte da andlise do instituto da Responsabilidade civil, de modo a adapta-lo a realidade digital.
Posto isso, o presente relato ¢ também prescritivo, pois tem o objetivo de propor ideias de
normatizagdao com base na atribui¢ao da responsabilidade adequada a cada tipo de risco advindo
das falhas nos sistemas automatizados.

Em sua maior parte, a pesquisa foi orientada por meio de levantamento bibliografico,
doutrindrio e documental. Esta ultima baseou-se, sobretudo, nas informacdes disponibilizadas
no relatorio digital global mais recente da organizacdo We Are Social, datado de 31 de janeiro
de 2024. A andlise desses dados teve como proposito evidenciar a crescente preocupacao da
sociedade brasileira com a gestdo de seus dados pessoais, bem como ressaltar a urgéncia da
implementagao de politicas eficazes de responsabilizacdo aplicaveis aos sistemas algoritmicos.

E dessa maneira que este estudo tem como objetivo geral promover a adequagio do
instituto da responsabilidade civil a realidade algoritmica, com vistas a proposi¢ao de um marco
regulatorio eficiente voltado a normatizacdo dos sistemas inteligentes. Para tanto foram
estabelecidos objetivos especificos que orientaram o desenvolvimento da investigagdo. Em
primeiro lugar, procedeu-se a revisado critica das teorias classicas da responsabilidade civil. Em
seguida, realizou-se uma analise da categorizagdo de riscos proposta pelo ordenamento
regulatdrio europeu.

Por fim, a pesquisa dedicou-se a identificagcdo e ao exame dos desafios relacionados a

efetividade do Direito brasileiro, considerando os impactos da globalizagdo informacional e do
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chamado neocolonialismo digital. A investigagdo buscou compreender como a fragmentagao
regulatoria internacional e a assimetria de poder entre Estados e corporacgdes tecnoldgicas
afetam a capacidade normativa nacional, apontando caminhos para o fortalecimento da

soberania juridica por meio de uma governanca digital estruturada e inclusiva.

2 DOS FUNDAMENTOS CLASSICOS DA RESPONSABILIDADE CIVIL

A responsabilidade civil, em seu conceito classico, configura-se como o instituto juridico
que impde ao causador de um dano a obrigacdo de repara-lo, buscando restabelecer, tanto
quanto possivel, o status quo ante da vitima. Esse instituto revela-se fundamental a pacificagao
social e a efetividade do ordenamento juridico, pois traduz, em termos praticos, o principio da
reparacdo integral. Trata-se de uma obrigagao juridica que emerge em decorréncia da violagao
de um dever primario, tendo por finalidade recompor o dano causado (Cavalieri Filho, 2021).
Em sua acepg¢do tradicional, tal instrumento encontra fundamento ndo apenas na prote¢ao
individual, mas também na preservacgdo da confianca e da seguranca nas relagdes sociais, sendo
indispensavel para o equilibrio entre interesses privados e coletivos.

Em ambito doutrinario, ressalta-se que a responsabilidade civil é construida a partir de
elementos estruturantes que lhe conferem coeréncia e operacionalidade. Esses elementos tais
quais, conduta, dano, nexo de causalidade e culpa, sdo considerados, no paradigma cléssico,
requisitos indispensaveis a configuragdo da obrigacao de indenizar. A conduta, entendida como
o comportamento humano voluntario, seja comissivo ou omissivo, ¢ 0 marco inicial para a
analise da responsabiliza¢do. Tal comportamento deve ser juridicamente relevante e contrario
ao direito, representando uma a¢do ou omissdo imputavel ao agente. A auséncia de conduta
exclui, de plano, a possibilidade de imputagdo de responsabilidade civil, pois ndo ha ato a ser
correlacionado ao dano.

O dano, enquanto segundo elemento da responsabilidade civil, refere-se a violagdo de um
interesse juridicamente tutelado, podendo manifestar-se sob a forma de prejuizo patrimonial ou
de lesdo a direitos de natureza extrapatrimonial. A obrigacdo de indenizar somente se configura
diante de um prejuizo efetivo, suscetivel de avaliagdo, ainda que estimativa, ou quando se
verifica afronta a dignidade da pessoa humana, ensejando o reconhecimento do dano moral
(Gagliano, Pamplona Filho 2018). A concep¢ao tradicional do instituto ndo admite a
responsabilizacao dissociada da existéncia de dano, uma vez que este representa ndo apenas um
requisito 16gico, mas também um imperativo ético que legitima a pretensao reparatoria. Nesse

sentido, a responsabilidade civil tem por escopo assegurar a recomposi¢do plena da esfera
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juridica lesada, abrangendo tanto o reembolso por perdas materiais quanto a compensacao por
sofrimentos de ordem subjetiva, conforme delineado pelo ordenamento juridico vigente.

O nexo de causalidade, por sua vez, € o vinculo que une a conduta ao dano, estabelecendo
a relacdo de causa e efeito. No sistema classico, sem esse liame causal ndo ha que se falar em
responsabilidade, pois o evento lesivo poderia decorrer de fatores alheios a atuagdo do agente.
E possivel enfatizar, portanto, que o nexo causal cumpre a fungdo de limitar a imputagio,
evitando que o dever de indenizar se estenda a quem nao contribuiu de forma relevante para o
resultado danoso (Cavalieri Filho, 2021). As teorias da causalidade adequada e da equivaléncia
das condi¢des sdo referéncias metodoldgicas nesse campo, sendo a primeira mais utilizada no
direito contemporaneo por permitir filtragem valorativa das causas juridicamente relevantes,
afastando fatores meramente remotos ou irrelevantes.

O elemento culpa, no modelo tradicional, remete a ideia de reprovacdo pela conduta
contraria ao dever juridico, podendo manifestar-se sob a forma de dolo (inten¢do de causar o
dano) ou culpa stricto sensu (negligéncia, imprudéncia ou impericia). A responsabilidade
subjetiva, como regra no direito civil classico, pressupde a demonstragdo da culpa para que se
imponha a reparacdo. Essa exigéncia decorre do principio da justica corretiva aristotélica,
segundo o qual somente deve responder aquele que agiu de forma censuravel (Tartuce, 2022).
Contudo, o ordenamento admite hipoteses de mitigacdo desse paradigma por meio da
responsabilidade objetiva, em que a obriga¢do de indenizar decorre da mera comprovagao do
dano e do nexo causal, independentemente de culpa, fundamentando-se na teoria do risco e em
normas especificas que atribuem dever de reparar a determinadas atividades.

A distingdo entre responsabilidade subjetiva e objetiva €, portanto, central para a
compreensdo do instituto. Na primeira, exige-se a prova da culpa do agente, sendo aplicavel
como regra geral nas relagdes civis, em consonancia com os artigos 186 € 927, caput, do Codigo
Civil. J& a responsabilidade objetiva, prevista no pardgrafo unico do artigo 927 do mesmo
diploma, bem como em legislacdes especiais como o Codigo de Defesa do Consumidor,
estabelece que determinadas atividades, pela sua natureza ou pelo risco que geram, impdem ao
agente o dever de indenizar independentemente da verificagcdo de culpa. Essa ampliagdo visa
tutelar bens juridicos sensiveis e assegurar a reparagao célere em contextos de risco acentuado,
o que reflete um movimento de transi¢ao do paradigma estritamente subjetivo para modelos
hibridos e funcionalizados a protecao da vitima (Rosenvald, 2023).

Os fundamentos classicos da responsabilidade civil permanecem, no entanto, como se
discutird nos capitulos subsequentes desta pesquisa, a emergéncia de riscos associados ao

ambiente digital e a atuacdao de sistemas inteligentes vem tensionando esses conceitos, 0 que
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exigi releitura de suas bases para garantir a efetividade da protecdo juridica diante de novas

modalidades de dano e de agentes ndo humanos.

2.1 Adaptacio da teoria da responsabilidade civil ao ambiente digital

Sendo a Responsabilidade civil o mecanismo juridico por meio do qual se busca a
reparagao de danos injustamente sofridos por terceiros ¢ fundamentada na ideia de justica
corretiva, tal instituto tem por escopo restabelecer o equilibrio rompido entre as partes,
mediante a imposi¢do de um dever de indenizar aquele que, por acdo ou omissdo, causou
prejuizo a outrem. A evolucdo social e o aumento de riscos derivados de atividades complexas
impuseram uma amplia¢do dessa fungdo, agregando-lhe um viés preventivo. Ou seja, a
responsabilidade civil ndo mais se limita a recompor perdas ja consolidadas, mas também atua
como mecanismo de inibi¢do de condutas potencialmente lesivas. Essa perspectiva preventiva
torna-se particularmente relevante no ambiente digital, no qual a antecipagdo de riscos pode
evitar danos de larga escala e dificil reparagao.

O deslocamento do foco da responsabilidade civil para a prevengao ¢ perceptivel quando
se observa o novo tipo de dano emergente no contexto tecnologico: aquele ndo necessariamente
causado por uma acao humana direta, mas por decisdes autonomas de sistemas algoritmicos.
Com a crescente sofisticagdo de sistemas de inteligéncia artificial, significativos resultados
prejudiciais decorrem de processos de aprendizado de maquina e de tomada de decisdo
automatizada, nos quais a interven¢do humana ¢ minima ou inexistente (Tartuce, 2024). Essa
caracteristica rompe com a logica classica, na qual a conduta humana voluntéria era o ponto de
partida para a responsabilizagdo. No ambiente tecnologico, o dano pode ser produto de cadeias
causais complexas, envolvendo tanto programadores quanto usudrios, empresas mantenedoras
de plataformas e até fornecedores de dados, o que exige, portanto, uma reavaliagcdo dos critérios
de imputacao.

Assim, necessario se faz analisar a adequagdo da responsabilidade civil ao contexto
digital, tendo em vista a expressiva presenga da populagdo brasileira no ambiente virtual.
Conforme dados divulgados em janeiro de 2024, o Brasil ocupa a segunda posi¢ao no ranking
mundial de tempo médio diario de uso da internet (We are social, 2024). Os usuarios brasileiros,
com idade entre 16 e 64 anos, permanecem conectados por aproximadamente 9 horas e 13
minutos ao dia, superando significativamente a média global, que ¢ de cerca de 6 horas e 40

minutos (We are social, 2024).
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Apesar do elevado tempo de permanéncia dos brasileiros na internet, observa-se que
aproximadamente 50% dos usudrios nacionais, com idade entre 16 ¢ 64 anos, demonstram
preocupacao quanto ao modo como as empresas utilizam seus dados pessoais (We are social,
2024). Tal porcentagem evidencia ndo apenas a vulnerabilidade dos individuos diante da coleta
massiva de dados, mas também a influéncia exercida pelas plataformas digitais na modelagem
de comportamentos e decisdes, especialmente em um cenario marcado pela auséncia de
regulamentac¢do robusta capaz de limitar praticas abusivas e garantir maior transparéncia nos
processos algoritmicos.

Essa vulnerabilidade técnica dos usudrios € outro fator que provoca a adaptagdo do
instituto da Responsabilidade Civil. A assimetria de informacdo entre operadores de sistemas
tecnologicos e seus usudrios cria um cendrio em que estes Ultimos ndo apenas desconhecem o
funcionamento interno das tecnologias que utilizam, como também nao possuem meios eficazes
de prevenir ou mitigar danos decorrentes de seu uso. A fragilidade dos consumidores digitais
ndo se restringe a dimensdo informacional, mas abrange aspectos como a dependéncia de
infraestrutura digital e a opacidade dos processos decisorios algoritmicos (Cohen, 2022). Sob
essa Otica, a protecdo juridica deve considerar que, para o usuario comum, € inviavel identificar
falhas técnicas, prever comportamentos do sistema ou adotar medidas preventivas adequadas,
o que justifica a ampliacao de hipoteses de responsabilidade objetiva.

A categorizagdo dos casos em que se aplica responsabilidade objetiva ou subjetiva no
ambiente tecnologico deve partir dessa constata¢do de vulnerabilidade e da andlise da natureza
da atividade desenvolvida. A responsabilidade objetiva, fundamenta-se na teoria do risco, sendo
aplicavel quando a atividade, pela sua propria esséncia, expde terceiros a riscos anormais ou
acima do padrao socialmente tolerado (Cavalieri Filho 2021). No contexto digital, enquadram-
se nessa categoria situagdes como o fornecimento de plataformas de inteligéncia artificial
generativa, sistemas de recomendacdo automatizada que possam induzir danos massivos, €
dispositivos autonomos conectados a Internet das Coisas. Nesses casos, a auséncia de
necessidade de provar a culpa do agente garante uma protecdo mais célere e efetiva a vitima,
refletindo a fung¢do preventiva da responsabilidade civil e incentivando o desenvolvimento de
mecanismos de seguranca mais robustos.

Por outro lado, a responsabilidade subjetiva mantém relevancia quando a atividade
tecnologica ndo apresenta, por si so, riscos extraordinarios, ou quando € possivel identificar e
provar a culpa do agente. Essa modalidade ¢ adequada para situagdes em que o dano decorre
de falhas de operacdo, negligéncia no uso de ferramentas digitais ou violacdo de deveres

contratuais especificos por parte de um profissional qualificado (Tartuce, 2024). Assim, a
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responsabilidade subjetiva preserva seu papel como instrumento de imputagdo proporcional e
individualizada, compativel com atividades de risco ordinario e com a possibilidade de prova
da culpa.

Essa adaptacdo da responsabilidade civil ao ambiente tecnologico revela-se no futuro do
Direito brasileiro, ja que ¢ um movimento de pluralizacdo normativa, no qual coexistem func¢des
reparatoria e preventiva em equilibrio dindmico. A funcdo reparatoéria continua essencial,
assegurando a recomposicao de prejuizos € a justica corretiva; ja a fungdo preventiva assume
carater estratégico, buscando desestimular condutas e projetos tecnologicos potencialmente
lesivos antes mesmo de sua concretizagdo. Essa dupla fun¢do ndo deve ser entendida como
ruptura com a tradi¢do, mas como ampliacdo necessaria diante da complexidade e da
imprevisibilidade dos riscos digitais (Rosenvald, 2023). Nesse cenario, a categorizagdo entre
responsabilidade objetiva e subjetiva torna-se ferramenta de calibragem da prote¢do juridica,
assegurando tanto a eficiéncia na reparagdo quanto a efetividade na preven¢ao, especialmente
em um contexto no qual a decisdo algoritmica e a vulnerabilidade técnica do usudrio se

tornaram elementos centrais na analise da responsabilidade civil.

3 CATEGORIZACAO DOS RISCOS PARA APLICACAO DA
RESPONSABILIDADE CIVIL HIBRIDA

A responsabilidade civil hibrida surge como uma resposta a essa demanda, propondo a
combinag¢do de elementos da responsabilidade subjetiva e objetiva. Ndo se trata de uma nova
modalidade de responsabilidade, mas sim de uma abordagem que permite a aplicacao conjunta
ou complementar de diferentes regimes, adaptando-se a complexidade dos danos causados por
tecnologias digitais. Essa hibridizagdo reconhece que, em uma parcela de casos, a atribuicdo de
culpa exclusiva a um Unico agente € inviavel, seja pela opacidade dos algoritmos, pela cadeia
de fornecimento de servigos digitais ou pela propria autonomia dos sistemas de 1A.

No Brasil, a regulamentagao da responsabilidade civil no ambiente digital ainda esta em
construcdo, mas ja € possivel identificar elementos que apontam para a adogdo de um modelo
hibrido. O Marco Civil da Internet, Lei n® 12.965/2014, e a Lei Geral de Protecdo de Dados
Pessoais LGPD, Lei n° 13.709/2018, sdo marcos importantes nesse sentido, estabelecendo
principios e diretrizes que podem ser interpretados a luz da responsabilidade civil hibrida.

O Marco Civil da Internet, por exemplo, ao tratar da responsabilidade dos provedores de
aplicagdes de internet, adota um regime que mescla elementos de responsabilidade subjetiva e

objetiva. Provedores de contetdo, em regra, s6 sao responsabilizados por danos decorrentes de
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conteudo gerado por terceiros se, apds ordem judicial, ndo removerem o material. Ja os
provedores de conexao ndo sdo responsabilizados por conteudo de terceiros (Brasil, 2014). Essa
distingdo demonstra preocupacao em equilibrar a liberdade de expressao com a necessidade de
protecao dos usuarios, sem, contudo, impor uma responsabilidade excessiva que pudesse
inviabilizar a inovagao.

A LGPD, por sua vez, ao estabelecer um regime de responsabilidade solidaria entre o
controlador e o operador de dados pessoais em caso de danos decorrentes do tratamento de
dados, também aponta para uma abordagem hibrida (Brasil, 2018). Embora a lei preveja a
possibilidade de excludentes de responsabilidade, a regra geral ¢ a responsabilizacdo conjunta,
o que reflete a complexidade da cadeia de tratamento de dados e a dificuldade de individualizar
a culpa em caso de vazamento ou uso indevido. A LGPD, ao focar na protecdo dos direitos
fundamentais de liberdade e privacidade, impde um dever de cuidado que se aproxima da
responsabilidade objetiva, ao mesmo tempo em que permite a analise da conduta dos agentes.

Ao considerar o andamento da situagdo, importante se faz analisar o Regulamento de
Inteligéncia Artificial da Unido Europeia (Al Act), embora recente, essa normativa representa
um marco global na tentativa de regulamentar a IA de forma abrangente e baseada em riscos.
Sua abordagem inovadora classifica os sistemas de IA em diferentes categorias de risco:
inaceitavel, alto, limitado e minimo, dessa forma impdem obrigagdes proporcionais a cada
nivel, com o objetivo de garantir a seguranga, a €tica e a protecao dos direitos fundamentais dos
cidaddos.

Por riscos inaceitaveis ¢ abordado algoritmos que representam uma ameaca clara aos
direitos fundamentais e a seguranca dos individuos, sendo, portanto, proibidos. E possivel citar
como exemplo sistemas de identificacdo biométrica remota em tempo real em espacos publicos
para fins de aplicagdo da lei, com algumas excec¢des estritas (European Commission, 2024). J&
os classificados como de alto risco sdo aqueles que podem causar danos significativos a satde,
seguranca ou direitos fundamentais das pessoas. Para esses sistemas, o Al Act impde obrigacdes
rigorosas, como a necessidade de avaliacdo de conformidade antes da colocagao no mercado,
gestdo de riscos, governan¢a de dados, documentagdo técnica, supervisdo humana, robustez,
precisdo e seguranga cibernética (European Commission, 2024).

Os riscos limitados, por sua vez, caracterizam-se por sistemas inteligentes que apresentam
riscos especificos de manipulagdo ou falta de transparéncia, mas que nao sao considerados de
potencial elevado de perigo. As obrigagdes para esses sistemas sdo mais leves e focam
principalmente na transparéncia, exigindo que os usudrios sejam informados de que estdo

interagindo com sistema de IA, por exemplo, chatbots e sistemas de reconhecimento de
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emocdes (European Commission, 2024). Por ultimo o risco minimo ou nulo, € a categoria em
que se enquadra a maioria dos agentes inteligentes, ja que inclui aplicagdes de baixo risco, como
filtros de spam ou jogos baseados em IA. Para esses sistemas, o Al Act ndo impde obrigacdes
legais adicionais, incentivando, no entanto, a ado¢dao voluntaria de cddigos de conduta
(European Commission, 2024).

A adogdo de uma abordagem baseada em riscos, similar a do Al Act, pode ser uma
alternativa promissora para o Brasil na regulamentacao da IA e na aplicacao da responsabilidade
civil hibrida. Ao categorizar os sistemas de inteligéncia artificial de acordo com o potencial de
dano, ¢ possivel estabelecer um regime de responsabilidade proporcional, que incentive a
inovacao ao mesmo tempo em que protege os direitos dos cidadaos.

Além disso, a categorizagdo de riscos facilitaria a identificacdo dos agentes responsaveis
em cada etapa do ciclo de vida de um sistema de inteligente, como desenvolvedor, fornecedor,
implementador, usuario, o que permite a aplicacdo de diferentes regimes de responsabilidade
conforme a natureza do risco e a capacidade de controle de cada agente. Isso evita a imposi¢ao
de responsabilidades desproporcionais e garante que a reparagdo do dano seja efetiva. Dessa
forma, a flexibilidade do modelo hibrido de responsabilidade civil se alinha adequadamente
nessa estrutura, o que permite que a responsabilidade seja atribuida de forma mais eficaz, ao

considerar a complexidade e o potencial de dano de cada sistema inteligente.

3.1 Desafios da efetividade do Direito brasileiro na aplica¢do de normas de soberania

nacional quanto a responsabilidade digital

A era digital, caracterizada pela ubiquidade da internet e pela crescente automagao
impulsionada pela Inteligéncia Artificial, reconfigurou as relagdes sociais, econdmicas e
juridicas em escala global. Nesse cenario de profunda transformagdo, a governanga digital
emerge como campo de estudo e pratica essencial para a formulagdo de politicas publicas e
marcos regulatorios que busquem equilibrar inovagao tecnoldgica, desenvolvimento econdmico
e protecdo de direitos fundamentais. No Brasil, a efetividade do Direito na aplicacdo da
responsabilidade digital enfrenta desafios complexos, especialmente no que tange a jurisdi¢ao
e territorialidade em plataformas transnacionais, ao fendmeno do neocolonialismo digital e a
necessidade de diretrizes claras para a responsabilizacao em casos de falhas de algoritmos.

A internet, por sua natureza global e descentralizada, desafia os conceitos tradicionais de
jurisdi¢do e territorialidade, que sdo pilares do direito internacional e nacional. Em um ambiente

em que dados e informagdes fluem sem fronteiras fisicas, a aplicagdo de leis nacionais a
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condutas praticadas em plataformas digitais transnacionais torna-se um dos maiores entraves
para a efetividade do Direito brasileiro na aplicacdo da responsabilidade digital (Tiburcio,
Albuquerque, 2023).

Tradicionalmente, a jurisdicao de um Estado esté atrelada ao seu territorio, ou seja, a sua
capacidade de exercer poder soberano sobre pessoas e bens dentro de suas fronteiras
geograficas. No entanto, as plataformas digitais, muitas vezes sediadas em outros paises, com
servidores distribuidos globalmente e usuarios em diversas jurisdigdes, complexificam essa
logica (Tiburcio, Albuquerque, 2023). Um ato ilicito praticado por um usuério no Brasil, por
exemplo, pode ter seus efeitos sentidos em outros paises, ¢ a plataforma que hospeda esse
conteudo pode estar sujeita a leis e regulamentacdes de diferentes jurisdigdes.

No Brasil, o Marco Civil da Internet tentou enderecar parte dessa questdo ao estabelecer
que a lei brasileira sera aplicada as operacdes de tratamento de dados pessoais realizadas em
territorio nacional, independentemente do local de sede do operador ou do controlador dos
dados, desde que o objetivo seja a oferta ou o fornecimento de bens ou servicos ou o tratamento
de dados de individuos localizados no Brasil (Brasil, 2014). Essa disposi¢cao, embora
importante, ndo resolve integralmente o problema da jurisdicdo em casos de danos causados
por plataformas transnacionais, especialmente quando se trata de contetdo ilicito ou de
responsabilidade por falhas em sistemas de IA.

Os desafios na aplicagdo da lei brasileira a plataformas transnacionais sdo multifacetados
e vao desde as dificuldades de notificacdo e citacdo, conflito de leis entre paises e execucdo de
decisdes judiciais até a assimetria de poder e as situagdes de Forum Shopping. Ou seja, grandes
empresas de tecnologia, com vastos recursos juridicos possuem maior poder de barganha do
que Estados individuais, além disso, esses conglomerados tecnoldgicos aproveitam da
fragmentacgdo regulatdria para escolher jurisdigdes mais favoraveis, onde as leis sdo menos
rigorosas ou a fiscalizacdo ¢ menos intensa, o que prejudica a efetividade da protecdo dos
direitos dos usudrios (Camargo, 2017).

Diante desses desafios, a busca por solu¢des passa necessariamente pela cooperagdo
internacional e pela harmonizagdo legislativa. Apesar de o avanco tecnoldgico ter se
apresentado como um vetor de desenvolvimento e democratizagdo, uma analise mais
aprofundada revela que a distribui¢do e o controle dessas tecnologias ndo sao equitativos, dando
origem a um fendmeno que tem sido denominado de neocolonialismo digital.

Inicialmente, cumpre destacar que a colonialidade configura um sistema global de poder
marcado por assimetrias estruturais e pela imposi¢ao de subjetividades subordinadas. De modo

analogo, o neoliberalismo representa a expressdo contemporanea do capitalismo,

173



caracterizando-se por uma racionalidade politica e econdmica que concebe o mundo como um
mercado competitivo, composto por entidades empresariais voltadas a incessante busca por
progresso (Silveira, 2021). No contexto da era digital, observa-se a intensificagdo da logica
capitalista mediante a informatizagdo da producao simbolica e a expansao das redes digitais em
escala planetaria. Tal dinamica promove um fluxo unidirecional de dados, consolidando o
dominio informacional nas maos de atores que, historicamente, ja detinham posi¢des
privilegiadas de poder.

O neocolonialismo digital, portanto, ¢ uma extensao do conceito tradicional de
neocolonialismo, que se refere a exploragdo econdmica e cultural de nagdes mais fracas por
nagdes mais fortes, sem a necessidade de controle politico direto (Faustino, Lippold, 2021).
Este conceito descreve a perpetuagdo de relagdes de dependéncia e dominagdo entre paises
desenvolvidos, detentores da tecnologia e da infraestrutura digital, e paises em
desenvolvimento, que se tornam meros consumidores ¢ provedores de dados, sem autonomia
para definir seus proprios rumos tecnologicos.

Uma das formas de manifestacdo desse fenomeno ¢ por meio da imposicao de padroes e
normas (Faustino, Lippold, 2021). As normas técnicas e regulatdrias que governam o
ciberespaco sdo frequentemente definidas por organismos internacionais dominados por paises
desenvolvidos, que tendem a refletir seus proprios interesses e valores, marginalizando as
perspectivas e necessidades dos paises em desenvolvimento.

Diante do cenério de neocolonialismo digital, a busca pela soberania tecnoldgica torna-
se um imperativo para o Brasil. A soberania digital brasileira s6 acontecerd apds um plano de
governanga robusto que estabeleca um marco regulatorio nacional. Ou seja, a capacidade do
Estado brasileiro em controlar autonomamente suas infraestruturas digitais, fluxos de dados e
o desenvolvimento de suas proprias tecnologias, garantindo que as decisdes sobre o futuro
digital do pais sejam tomadas em seu proprio interesse, € ndo ditadas por poténcias estrangeiras,
advém de regras nacionais claras para a atuacao de plataformas transnacionais no Brasil, o que

garante a aplicagdo da lei do pais.

3.2 Governanca Digital como pilar para a responsabilidade digital

A governanga digital ¢ um campo em constante evolucdo que busca estabelecer
principios, estruturas e processos para gerenciar o desenvolvimento e o uso das tecnologias
digitais, garantindo que elas sirvam ao bem-estar social, a justica e a sustentabilidade. Diante

de um contexto virtual marcado pela infosfera, em que dados, informagdes e comunicacdes
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digitais circulam e interagem, a governanca do digital deve ser guiada por uma “ética suave”,
que se concentra na prevencao de danos e na promog¢ao do florescimento humano na infosfera
(Floridi, 2018).

E possivel observar que a governanca digital eficaz exige uma abordagem que vai além
da mera regulamentagdo legal, incorporando aspectos éticos, sociais e técnicos. Propdem-se
que a responsabilidade ndo deve ser atribuida apenas aos individuos, mas também aos sistemas
e as organizacdes, reconhecendo a agéncia distribuida no ambiente digital (Floridi, 2018).
Assim, tal gestdo estratégica eletronica deve ter como caracteristica a centralidade no ser
humano, ter processos decisorios transparente de sistemas inteligente, inclusiva e equitativa,
responsavel e responsabilizavel.

Por outro lado, ao basear-se na teoria da sociedade em rede (Castells, 2005) a governanca
digital, torna-se um instrumento de redistribui¢ao de poder, capaz de equilibrar as relacdes entre
grandes corporagdes tecnoldgicas e os cidaddos. Dessa maneira se caracterizada por redes
complexas de atores, em que o poder niao reside apenas nos Estados, mas também em
corporacdes transnacionais € movimentos sociais. Essa governanga eletronica, portanto, ¢ um
processo dindmico de negociagdo e conflito entre esses diferentes atores que promove
interoperabilidade entre sistemas e a harmonizagdo de normas em escala global. Isso implica
reconhecer a responsabilidade dos Estados, das empresas e da sociedade civil na defini¢ao dos
rumos da transformacao digital (Castells, 2015).

A governanca digital, em suas diversas concepgdes, ¢ um pilar fundamental para a
efetividade do Direito brasileiro na aplica¢do da responsabilidade tecnoldgica. Ao estabelecer
principios claros, estruturas de supervisdo e mecanismos de responsabilizacdo, ela cria o
ambiente necessario para que as tecnologias digitais sejam desenvolvidas e utilizadas de forma
ética e segura. E preciso entender que planos de governanga robustos permite que os sistemas
de TA sejam transparentes em seu funcionamento e que seus algoritmos sejam explicéaveis,
facilitando a identificacdo de falhas e a atribuicao de responsabilidade.

Além disso, estabelece mecanismos para verificar o desempenho e o impacto dos sistemas
inteligente, o que permite a detec¢do precoce de problemas e a correcao das redes ao determinar
diretrizes de condutas a serem seguidas. Sempre alinhada a proteger os direitos fundamentais,
bem como os principios democraticos, a governanga digital ndo se trata de conceito tedrico,
mas uma necessidade pratica para enfrentar os desafios da era digital. Por isso, a colaboragao
entre diferentes atores para um projeto de governanga digital efetivo ¢ essencial.

Apesar de cada instituigdo possuir interesses e prioridades distintas, j4 que Governos

buscam soberania e controle, enquanto empresas visam lucro e inovagao, a sociedade civil foca
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em direitos e inclusdo, € a academia busca conhecimento e ética. Faz-se necessario estabelecer
orgdos consultivos permanentes, com representagdo equitativa de governos, setor privado,
sociedade civil e academia, para debater e propor solugdes para questdes de governanca digital

Embora o Direito Digital se apresente como campo emergente ¢ marcado por inovagoes
tecnologicas disruptivas, sua constru¢do dogmatica ndo prescinde do didlogo com teorias
classicas consolidadas no ordenamento juridico. A aplicacao de paradigmas consolidados, como
o modelo da triplice hélice, criada em 1995 por Henry Etzkowitz ¢ Chunyan Zhou, revela-se
particularmente pertinente na formulagdo de um plano de governanca digital nacional. Esse
modelo, ao propor a articulagdo sinérgica entre academia, governo e setor produtivo, oferece
uma base tedrica e pratica para o desenvolvimento de solugdes colaborativas voltadas a
preservacao da soberania tecnologica brasileira, logo, podem atuar conjuntamente na defini¢ao

de caminhos regulatdrios que viabilizem a normatizacdo adequada dos sistemas autonomos

CONSIDERACOES FINAIS

Dessa forma, de maneira a responder a questdo da pesquisa: como se configura a
responsabilidade civil por falhas operacionais de sistemas inteligentes, considerando os limites
e possibilidades da soberania juridica brasileira? E que se sugere um modelo propositivo de
reformulacdo do instituto da responsabilidade civil, adaptando-o ao ambiente digital por meio
de um formato hibrido baseado na categorizagao dos riscos tecnologicos. Essa abordagem visa
garantir reparagdo proporcional e eficaz diante da complexidade dos danos causados por
tecnologias autonomas.

Apesar dos desafios como a indefinicdo da jurisdicdo competente no ciberespaco, bem
como a situac¢do do colonialismo digital, em que ambos comprometem a soberania juridica de
nagdes como o Brasil, ¢ que se indica a constru¢do de um plano de governanca digital nacional
solido. Tal plano visa reequilibrar as relagcdes entre grandes corporacdes tecnologicas € os
cidadaos, de modo a fortalecer o objetivo da autonomia regulatoria brasileira.

Partindo da constatagdo de que os modelos tradicionais desse instituto juridico se revelam
insuficientes quando aplicados de forma restrita as dinamicas tecnoldgicas contemporaneas,
propOs-se uma releitura da responsabilidade civil classica, especialmente no que tange a
ocorréncia de falhas em sistemas inteligentes. Para tanto, tornou-se necessario revisitar os
conceitos estruturantes da responsabilidade civil como conduta, dano, nexo de causalidade e
culpa, com vistas a estabelecer um ponto de partida tedrico s6lido para sua reinterpretagdo no

contexto digital.
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Na sequéncia, o estudo dedicou-se a analise da adaptacdo da responsabilidade civil as
novas configuracdes tecnoldgicas, considerando a crescente imprevisibilidade dos riscos
associados a inteligéncia artificial e a automagao de decisdes. Nesse cendrio, destacou-se a
relevancia da dupla fungdo da responsabilidade civil: a funcdo reparatéria, voltada a
compensagdo dos danos sofridos, e a fungdo preventiva, orientada a dissuasdo de condutas
lesivas e a promoc¢do de boas praticas. A pesquisa também se preocupou em examinar 0s
critérios de aplicagdo da responsabilidade objetiva e subjetiva no ambiente digital,
reconhecendo que a natureza da atividade desenvolvida e a vulnerabilidade dos usuarios sdo
elementos determinantes para a defini¢do do regime juridico mais adequado.

Com o intuito de oferecer subsidios normativos, analisou-se o Regulamento de
Inteligéncia Artificial da Unido Europeia (Al Act), que propde uma classificagdao dos sistemas
de TA em quatro categorias de risco: inaceitavel, alto, limitado e minimo. Essa abordagem
permite a constru¢do de um regime de responsabilidade proporcional, em que o grau de
exigéncia normativa se ajusta ao potencial de dano associado a tecnologia utilizada. A
categorizacdo de riscos, nesse sentido, revela-se como ferramenta essencial para a formulag¢ao
de politicas publicas eficazes e para a protecao dos direitos fundamentais em ambientes digitais
complexos e dindmicos.

Em seguida, a pesquisa se debrucou sobre os desafios enfrentados pelo ordenamento
juridico brasileiro na aplicagio de normas de soberania nacional no contexto da
responsabilidade digital. A natureza global e descentralizada da internet impde obstaculos
significativos aos conceitos tradicionais de jurisdicdo e territorialidade, dificultando a
efetividade das decisdes judiciais e a aplicagdo uniforme da legislagdo nacional. A auséncia de
mecanismos de cooperagdo internacional e de harmonizacdo legislativa contribui para o
agravamento do fendmeno conhecido como neocolonialismo digital, no qual paises em
desenvolvimento permanecem subordinados aos interesses tecnologicos e regulatorios das
poténcias digitais.

Diante desse cenario, propde-se a elaboragdo de um plano de governanca digital como
alternativa estratégica para enfrentar os desafios da responsabilidade civil no ambiente
tecnoldgico. Tal plano deve contemplar a definicdo de principios normativos, estruturas
institucionais e processos administrativos voltados a regulagdo e ao uso ético das tecnologias
digitais, com vistas a promog¢ao do bem-estar coletivo, da justica social e da sustentabilidade.
Conclui-se, portanto, que embora a transicdo da responsabilidade civil cldssica para sua

aplicacdo no contexto digital envolva transformacdes tedricas e praticas, o futuro do Direito
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brasileiro aponta para a constru¢do de um marco regulatério robusto, baseado na categorizagao

de riscos e sustentado por uma governanca digital eficiente e inclusiva.
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