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XXXII CONGRESSO NACIONAL DO CONPEDI SAO PAULO - SP
DIREITO, GOVERNANCA E NOVASTECNOLOGIASV

Apresentacdo

O "XXXII Congresso Nacional do CONPEDI" foi realizado entre os dias 26 e 28 de
novembro de 2025. O evento designou um marco de exceléncia académica e colaboracéo
cientifica, reunindo pesquisadores e estudiosos de inimeras areas do Direito.

Destaque especial é ofertado aos artigos apresentados no Grupo de Trabalho intitulado
“Direito, Governanca e Novas Tecnologias — V" (GT-12), os quais demonstraram a
relevancia e a profundidade dos estudos sobre as teméticas investigadas. O Grupo de
Trabalho foi coordenado pelos Professores Doutores Regina Vera Villas Boas (Pontificia
Universidade Catdlica de Sdo Paulo), Vivianne Rigoldi (Centro Universitario Euripides de
Marilia e Lucas Gongalves da Silva (Universidade Federal de Sergipe), os quais propiciaram
aos pesguisadores um espaco privilegiado as apresentacdes e aos debates sobre questdes
fundamentais arespeito do “direito, governanca e novas tecnologias’.

O Grupo de Trabalho recebeu para apreciagéo inimeros artigos de qualidade metodol6gica e
de importéncia critica, entre os quais sdo destacados 0s seguintes titulos: Politicas publicas
sobre inteligéncia artificial: refletindo sobre enviesamento algoritmico e protecéo a direitos;
Vulnerabilidades hiperconectadas. o capitalismo de vigilancia frente as criancas e

adolescentes na sociedade em rede; Tecnologia e liberdade: uma andlise critica da lei n°
15.100/2025 a luz da educagdo em direitos humanos; Autodeterminagdo informativa como
nucleo de protecdo dos direitos fundamentais no ambiente digital; Compliance algoritmico e
LGPD: desafios da governanca de dados na era da inteligéncia artificial; ‘Big Techs e
vigilancia: atorre invisivel do pandptico digital; Pluralismo policontextural digital: por uma
governanca multicéntrica das plataformas; Politicas publicas e governanca digital: a
invisibilidade dos excluidos digitais nos servicos oferecidos pela plataforma gov.br;

Inteligéncia artificial e mediagéo de conflitos; Inteligéncia artificial (ia) e a emergéncia de
um constitucionalismo social minimo; Desafios sociais e juridicos da privacidade e protecéo
de dados na era digital; Dados pessoais de criangas e adolescentes: o poder das ‘big techs ea
(in)suficiéncia dos marcos normativos vigentes em uma economia global de vigilancia;

Dialogo competitivo e inovacdo em infraestrutura digital critica: desafios juridicos na era da
inovagdo; Direito e tecnologia: um estudo acerca da responsabilidade civil do advogado
frente a auséncia de col eta adequada de provas digitais; Politicas publicas, governanca digital
e democracia: desafios da inclusdo digital no brasil e em minas gerais, Do recrutamento ao
poOs-contrato: critérios da LGPD para monitoramento e governanca de dados nas relaces de



trabalho; Inteligéncia artificial no direito: desafios éticos, autorais e juridicos na
modernizacdo das profissdes juridicas, Ciberpolicia e fragmentacdo do direito: o papel da
inteligéncia artificial no novo controle social; A exposicao de criancas nas redes sociais e 0
uso de ‘deepfake’ na producdo de pornografia infantil; O risco da infocracia: como a
inteligéncia artificial e os algoritmos ameacam as liberdades fundamentais e o estado
democratico de direito; A nova resolucdo n.° 615/2025 do conselho nacional de justica:
inovacdo, democracia e sustentabilidade como pilares da regulamentacdo do uso da
inteligéncia artificial no judiciéario brasileiro.

Foram expostos, também, no referido Grupo de Trabalho (GT-12), as pesquisas sob os
titulos: “Educacéo inclusiva, autismo e justica social: reflexdes das vulnerabilidades na
sociedade da informacdo a partir da deducéo integral de despesas educacionais no Imposto de
Renda’ (do GT-8); “Desafios a dignidade humana do imigrante e do refugiado a luz da
Constituicdo Federa brasileira’;

A qualidade dos trabalhos expostos foi admirével, refletindo o alto nivel, a inovacéo
académica e o compromisso dos pesquisadores-autores com a pesquisa académica. As
contribuicbes dos estudiosos trouxeram reflexdes significativas que enriqueceram e
desafiaram os debates sobre a tematica que € atual e contemporanea, designando perspectivas
decisivas do Direito.

O "XXXII Congresso Nacional do CONPEDI", além de consolidar a sua vocacao de canal de
referéncia no cenério académico nacional e internacional, reafirma relevante compromisso
com a exceléncia da qualidade cientifica e da producéo do conhecimento juridico.

Nesse sentido, estéo todos convidados a apreciarem a verticalidade e atualidade dos preciosos
artigos promovidos pelo “XXXII Congresso Nacional do CONPEDI”, por meio de todos os
canais disponiveis pelo Congresso, destacada a presente publicagdo, que propicia uma leitura
integral dos artigos que foram expostos no Grupo de Trabalho “Direito, Governanca e Novas
Tecnologias’.

Agradecemos a todos os participantes, coordenadores e apoiadores por tornarem o evento um
sucesso e, também, por contribuirem para o avanco continuo da pesquisa juridicano Brasil.

Sudacdes dos coordenadores.

Regina Vera Villas Bbas - Professora Doutora da Pontificia Universidade Catdlica de Séo
Paulo



Vivianne Rigoldi - Professora Doutora do Centro Universitério Euripides de Marilia

Lucas Gongalves da Silva - Professor Doutor da Universidade Federal de Sergipe



INTELIGENCIA ARTIFICIAL (IA) E A EMERGENCIA DE UM
CONSTITUCIONALISMO SOCIAL MiINIMO.

ARTIFICIAL INTELLIGENCE (Al) AND THE EMERGENCE OF A MINIMAL
SOCIAL CONSTITUTIONALISM

Octavio Francisco Rodrigues Alves 1

Resumo

Este artigo sustenta que a governanca contemporanea da inteligéncia artificial (I1A) exibe
tragos de constitucionalizagéo social (Teubner), emergindo como regime transnacional
policéntrico. O regime € composto pelo agrupamento de hard law setorial, exemplificado
pelo Al Act da Uni&o Europeia, um tratado multilateral de principios como a Convencéo-
Quadro do Conselho da Europa sobre |A, Direitos Humanos, Democracia e Estado de Direito
e uma série de normas de soft law, incluindo 1SO/IEC 42001, NIST Al RMF e Perfil de 1A
Generativa, principios da OCDE, e a Recomendacdo da UNESCO. Argumenta-se que esse
mosaico internaliza direitos, competéncias e controles, promovendo autolimitagdo funcional
e acoplamentos estruturais com o direito estatal e regimes internacionais. Contudo, persistam
lacunas em remédios individuais, justica transfronteirica e accountability, notadamente frente
aos Modelos de Propdsito Geral (GPAI). Propomos critérios de constitucionalidade social
minima e uma agenda empirica (2025-2027) para testar o efeito Bruxelas na difusdo
regulatéria global, enfatizando suas implicacOes e adaptacOes necessérias na América Latina.

Palavras-chave: Congtitucionalismo social, Ai act, Governanca algoritmica, Efeito bruxelas,
Américalatina

Abstract/Resumen/Résumeé

This article argues that contemporary governance of artificial intelligence (Al) exhibits
features of social constitutionalization (Teubner), emerging as a polycentric transnational

regime. The regime is composed of a cluster of sectoral hard law—exemplified by the
European Union’s Al Act—a multilateral treaty of principles such as the Council of Europe's
Framework Convention on Al, Human Rights, Democracy and the Rule of Law, and a series
of soft-law norms, including 1SO/IEC 42001, the NIST Al RMF and Generative Al Profile;

the OECD principles, and UNESCO’s Recommendation. It is contended that this mosaic
internalizes rights, competences, and controls, fostering functional self-limitation and

structural couplings with state law and international regimes. Nonetheless, gaps persist in
individual remedies, cross-border justice, and accountability, notably in relation to General-
Purpose Al (GPAI). We propose criteriafor minimal socia constitutionality and an empirical
agenda (2025-2027) to test the Brussels effect in global regulatory diffusion, emphasizing its
implications and the necessary adaptationsin Latin America.

1 Mestrando em Direito pela Universidade Federal de Mato Grosso. Procurador do Municipio de Juina- MT.
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K eywor ds/Palabr as-claves/M ots-clés. Social constitutionalism, Ai act, Algorithmic
governance, Brussels effect, Latin america
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INTRODUCAO

O alto impacto da inteligéncia artificial (IA) em diversas esferas da vida social, econdmica
e politica t€ém suscitado um debate global intenso sobre a necessidade de sua governanca. Longe
de ser uma mera ferramenta tecnologica, a IA pode ser compreendida como um fendmeno
transformador, capaz de reconfigurar estruturas sociais, econdmicas e até mesmo as relagdes de
poder. Ela se coloca aqui, mais como um agente de mudanca que desafia as concepgdes tradicionais
de soberania, jurisdi¢do e regulacdo. Diante desse cenario complexo, a questdo central que se impoe
¢ como desenvolver um arcabouco regulatorio que seja capaz de mitigar os riscos, promover a

inovagao responsavel e salvaguardar os valores fundamentais das sociedades democraticas.

Tradicionalmente, a regulagdo de novas tecnologias tem sido concebida dentro dos limites
do Estado-nagdo, com o direito estatal desempenhando um papel central. No entanto, a natureza
transnacional e descentralizada da IA desafia essa abordagem. Esses sistemas sdo desenvolvidos
por atores privados em jurisdi¢cdes diversas, operam em redes globais e seus impactos transcendem
fronteiras geograficas e politicas. Essa realidade impde a necessidade de pensar a governanga da
IA para além do modelo cléssico de soberania estatal, buscando novas formas de ordenamento

juridico que possam lidar com a complexidade e a fluidez desse fenomeno.

Neste contexto, a teoria do constitucionalismo social de Gunther Teubner, fundamentada
na teoria dos sistemas sociais de Niklas Luhmann, oferece uma perspectiva inovadora para
compreender a emergéncia de ordens normativas em esferas sociais funcionalmente diferenciadas.
Na sociedade mundial, subsistemas sociais como a economia, a ciéncia ou a internet desenvolvem
suas proprias constitui¢des (fragmentos constitucionais) que, embora ndo estatais, internalizam
direitos, separagdes funcionais € mecanismos de revisao, promovendo a autolimitacdo e a
reflexividade (Teubner, 2016). Essa abordagem permite reconhecer a capacidade de auto-
organizag¢do e autorregulacao de esferas sociais especificas, que desenvolvem suas proprias normas
e estruturas de governanga em resposta a desafios internos e externos. O constitucionalismo social,
assim, oferece um arcabougo para analisar como a governanga da IA pode emergir de forma
policéntrica, envolvendo uma pluralidade de atores e instrumentos normativos, € como esses
fragmentos constitucionais podem se acoplar com o direito estatal para formar um regime de

governanga mais abrangente e eficaz.
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Para essa andlise adota-se uma metodologia qualitativa de carater exploratério e
descritivo, desdobrando-se em trés eixos principais, complementados pela formulagdo de hipoteses
que guiam a analise: o primeiro eixo consiste no exame do Regulamento (UE) 2024/1689 (41 Act)
e da Convengao-Quadro do Conselho da Europa sobre IA, Direitos Humanos, Democracia e Estado
de Direito (CETS 225). A andlise ndo se limita a descricdo de seus dispositivos, mas busca
identificar elementos que, sob a Odtica do constitucionalismo social, denotem fungdes
constitucionais. No segundo eixo investiga-se as estruturas e os atores responsaveis pela
governanca da [A no contexto europeu e internacional, com o objetivo de avaliar como essas
instituigdes contribuem para a operacionalizacdo do regime transnacional. No terceiro eixo foca-
se na andlise de instrumentos de padrdes técnicos e soft law, buscando identificar como esses
instrumentos, embora nao vinculantes no sentido tradicional, funcionam como fragmentos
constitucionais, estabelecendo diretrizes, melhores praticas e mecanismos de accountability que

influenciam o desenvolvimento e o uso da IA em escala global.

Para guiar a andlise, formulamos quatro hipoteses centrais. Primeira que o Al Act da
Unido Europeia, a Convengao-Quadro do Conselho da Europa e as normas de soft law atuam como
fragmentos constitucionais e desdobramentos de um constitucionalismo social minimo que
promove a autolimitagao funcional do subsistema da IA internalizando direitos, separacoes
funcionais e mecanismos de revisao. Segunda que a interacdo entre esses diferentes instrumentos
normativos gera acoplamentos estruturais com o direito estatal e regimes internacionais,
contribuindo para a criagdo de um regime transnacional minimamente constitucionalizado de
governanga da IA. Terceira, que apesar da emergéncia desse regime, persistem lacunas
significativas em termos de efetividade dos remédios individuais, justiciabilidade transfronteiri¢a
e accountability, especialmente no que tange aos riscos sistémicos de Modelos de Proposito Geral
(GPAI). Por fim que o efeito Bruxelas desempenha um papel indissociavel na difusdo regulatoria
do Al Act, influenciando a ado¢do de padrdes e abordagens de governanca da IA em outras

jurisdi¢oes, incluindo a América Latina.

1 SISTEMAS SOCIAIS E O CONSTITUCIONALISMO SOCIAL

1.1 Bases em Luhmann

Niklas Luhmann, um dos mais influentes socidlogos do século XX, oferece uma

compreensdo radicalmente diferente da sociedade moderna, concebendo-a como uma sociedade da
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sociedade. Essa formulacdo implica que a sociedade ndo ¢ uma unidade homogénea, mas sim um
conjunto de subsistemas funcionalmente diferenciados, cada um operando com base em sua propria
logica interna e cddigos binarios especificos. Essa diferenciagdo funcional ¢ a caracteristica
estrutural dominante da modernidade, substituindo formas anteriores de diferenciagdo, como a

estratificacdo social ou a segmentacdo tribal (Luhmann, 2006).

Cada subsistema, seja a economia, a politica, a ciéncia ou o direito, ¢ autopoiético, ou seja,
capaz de autorreproduzir-se e se manter a partir de seus proprios elementos e operacdes. A
autopoiese implica que os sistemas sociais sdo operacionalmente fechados, ou seja, eles s6 podem
processar informagdes e eventos de acordo com suas proprias estruturas internas e codigos de
comunicacdo. Essa autonomia operacional garante a complexidade e a estabilidade de cada
subsistema, permitindo que eles lidem com a incerteza e a contingéncia de seu ambiente de maneira
especifica (Luhmann, 2016). No entanto, o fechamento operacional ndo significa isolamento. Os
sistemas mantém acoplamentos estruturais com seu ambiente (outros sistemas sociais), através dos
quais se irritam mutuamente. As irritagdes do ambiente sao processadas internamente pelo sistema,

sem que haja uma determinagdo direta de um sistema sobre o outro.

Nesse contexto, o direito ndo ¢ visto como um instrumento de controle centralizado do
Estado, mas como um subsistema social autopoiético que estabiliza expectativas. Sua funcdo ¢
reduzir a complexidade social, oferecendo certezas e previsibilidade em um mundo contingente. A
sociedade mundial, para Luhmann (2006) ¢ a propria sociedade funcionalmente diferenciada em
escala global, onde os subsistemas se estendem transnacionalmente, mas sem a existéncia de um
centro hierdrquico ou de um estado mundial capaz de coordenar todos os processos sociais. A
governanga, nesse cenario, torna-se uma questao de coordenacao entre sistemas autonomos, € nao
de comando e controle centralizados. Isso implica reconhecer a IA como um sistema emergente,
com sua propria logica e operacdes, que interage com outros sistemas sociais, como o direito e a

politica, através de acoplamentos estruturais.

1.2 Bases em Teubner

Gunther Teubner, um dos principais expoentes da sociologia juridica contemporanea,
aprofunda a teoria dos sistemas de Luhmann para desenvolver o conceito de constitucionalismo
socieal. Sua contribuicdo central reside na argumentagdo de que, na sociedade mundial

funcionalmente diferenciada, outros subsistemas sociais, além do politico-estatal, também
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desenvolvem suas proprias constituigdes. Essas constituicdes civis ou fragmentos constitucionais
ndo sdo meras regras ou contratos, mas sim estruturas normativas complexas que emergem em
esferas como a internet, o esporte, a produgao de padrdes técnicos, as cadeias de produgdo globais

ou, como argumentamos, a governanga da inteligéncia artificial.

Para Teubner (2016), esses fragmentos constitucionais sao sistemas juridicos
autopoiéticos que se auto-organizam e se autorregulam, criando ordens juridicas ndo-estatais que
regulam seus proprios conflitos internos e definem seus préprios direitos e deveres. Eles
internalizam elementos que tradicionalmente associamos as constituigdes estatais, como a
positivagdo de direitos fundamentais (ainda que setoriais), a separacdo de poderes (ou, mais
precisamente, a diferenciacdo funcional entre desenvolvimento, aplicagdo e controle), e a
instituicdo de mecanismos de revisdo e jurisdi¢des internas. Esses elementos contribuem para a
autolimitacdo funcional do sistema, tornando-o mais reflexivo e capaz de lidar com suas proprias

contingéncias e paradoxos (Teubner, 2016).

Teubner ainda utiliza a metafora da Global Bukowina para descrever o pluralismo juridico
transnacional que caracteriza a sociedade mundial (Teubner, 1997). Nesse cenario, uma
multiplicidade de ordens juridicas estatais e ndo-estatais se sobrepdem e interagem, criando um
emaranhado de normas e expectativas. A governanga, nesse contexto, ndo ¢ mais uma questao de
hierarquia, mas de acoplamentos estruturais entre esses diferentes sistemas juridicos. Os
fragmentos constitucionais nao-estatais, ao se acoplarem com o direito estatal e regimes
internacionais, podem influenciar e ser influenciados por eles, gerando uma dindmica complexa de

coevolugdo e interdependéncia.

A aplicag¢do do constitucionalismo social a governanga da [A implica reconhecer que a
IA, como um sistema social emergente, estd desenvolvendo suas proprias estruturas normativa, e
essa perspectiva permite uma analise que vai além da dicotomia entre regulacdo estatal e

autorregulacao, focando em um novo olhar a ordem juridica multifacetada.

1.3. Do Estado em Rede a Estatalidade em Rede: os paradoxos da governanca global

Em trabalhos mais recentes, Teubner analisa a transformacdo da estatalidade em uma
estatalidade em rede (vernetzte Staatlichkeit), distinguindo-a do conceito de Estado-rede

(Netzwerkstaat). Enquanto esse poderia sugerir uma coletividade compacta de um ator corporativo,
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a estatalidade em rede captura melhor a natureza reticular e difusa da nova forma de governanca
global. Essa configuracdo policéntrica substitui o0 modelo hierarquico do Estado-nagdo, operando
em multiplos niveis (nacional, regional, global) e envolvendo uma heterarquia de atores politicos

e sociais (Teubner; Golia, 2020).

Essa nova forma de governanca, no entanto, ¢ marcada por tensodes € paradoxos inerentes
do conflito entre a alta autonomia dos no6s da rede (Estados, organizagdes internacionais, atores
privados) e a necessidade de agdo coletiva da rede como um todo, bem como das colisdes de
racionalidade decorrentes do policentrismo, onde diferentes logicas e codigos operam
simultaneamente, gerando contradi¢des e potenciais falhas na rede. E nesse contexto de uma
sociedade mundial funcionalmente diferenciada, pluralismo juridico e estatalidade em rede que a
governanga da A deve ser compreendida, ndo como mera regulacdo técnica, mas como um
processo de constitucionalizacdo social minima em curso, onde a autolimitagdo e a reflexividade

garantem a estabilidade e legitimidade (Teubner; Golia, 2020).

2 O Al ACT DA UNIAO EUROPEIA: UMA CONSTITUICAO (SETORIAL) DA
INTELIGENCIA ARTIFICIAL

2.1 Arquitetura de Risco, Direitos e Sancoes

O Regulamento (UE) 2024/1689, conhecido como Al Act, representa um marco
regulatério pioneiro da inteligéncia artificial. Publicado em 12 de julho de 2024 ¢ em vigor desde
1° de agosto de 2024, com aplicacao faseada, o A/ Act estabelece um arcabougo legal que visa
garantir que os sistemas de [A desenvolvidos e utilizados na Unido Europeia sejam seguros,
transparentes, éticos e respeitem os direitos fundamentais. Sua abordagem baseada em risco o
posiciona como uma constitui¢ao setorial para a IA, conforme a perspectiva do constitucionalismo

social minimo.

O AI Act adota uma abordagem baseada em risco, classificando os sistemas de IA em

quatro categorias: risco inaceitavel, alto risco, risco limitado e risco minimo.

Por sistemas de risco inaceitavel, temos aqueles que manipulam o comportamento humano
de forma subliminar ou que realizam social scoring, sdo proibidos. Essa proibi¢do reflete uma
internalizacdo de direitos fundamentais, atuando como uma salvaguarda contra usos que sao

incompativeis com os valores democraticos e os direitos humanos daquele bloco.
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J4& os sistemas de alto risco, que incluem IA utilizada em areas criticas como identificacao
biométrica, gestdo de infraestruturas essenciais, educagdo, emprego, acesso a servigos publicos e
aplicacdo da lei, estdao sujeitos a requisitos rigorosos. Estes incluem a implementagao de sistemas
de gestdao de risco, governanca de dados, documentagdo técnica, supervisao humana, robustez,
precisdo e seguranca cibernética. A conformidade com esses requisitos ¢ verificada por meio de
avaliagdes de conformidade ex ante e ex post. As obrigagdes impostas aos provedores e usuarios
de sistemas de alto risco visam garantir que a tecnologia seja desenvolvida e utilizada de forma
responsavel, minimizando os riscos de danos e protegendo os direitos dos individuos (Unido

Europeia, 2024).

Para sistemas de risco limitado, como chatbots, impde-se obrigagdes de transparéncia,

exigindo que os usuarios sejam informados de que estdo interagindo com um sistema de [A.

Por sua vez, sistemas de risco minimo, como filtros de spam, ndo estdo sujeitos a
obrigagdes especificas, mas sdo incentivados a seguir cddigos de conduta voluntarios. Essa
diferenciagdo de obrigacdes reflete uma tentativa de equilibrar a protecdo de direitos com a

promocao da inovagado, concentrando os esfor¢os regulatorios onde os riscos sao maiores.

Temos por fim, as sang¢des por nao conformidade, que sdo significativas, podendo chegar
a 35 milhdes de euros ou 7% do faturamento global anual para violagdes das proibi¢des, e 15
milhdes de euros ou 3% do faturamento para outras violagdes (Unido Europeia, 2024). Essas multas
elevadas demonstram o compromisso da Unido Europeia em garantir a efetividade do A7 Act e em
promover uma cultura de conformidade entre os atores do ecossistema da IA. A arquitetura de
risco, direitos e sang¢des, portanto, configura um mecanismo de autolimitagdo funcional do sistema

da IA internalizando principios constitucionais e promovendo a reflexividade.

2.2 Governanc¢a Europeia: Al Office, AI Board e Al Pact

A implementagdo e a fiscalizagdo do Al Act serdo coordenadas por uma estrutura de
governanga multinivel, composta pelo European Al Office, o AI Board e as autoridades nacionais
competentes. O European Al Office, estabelecido no ambito da Comissdao Europeia, desempenhara
um papel central na aplicag@o consistente do Al Act. Suas responsabilidades incluem a supervisao
dos Modelos de Propdsito Geral (GPAI), a promogao de cddigos de conduta, a emissdo de

orientagdes e a coordenacao com as autoridades nacionais (Comissao Europeia, 2025).
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O Al Board, composto por representantes dos Estados-Membros, atuard como um 6rgao
consultivo e de coordenacdo, facilitando a troca de informagdes e a harmonizagdo das praticas
regulatorias. As autoridades nacionais serdo responsaveis pela fiscalizacao e aplicacdo do Al Act
em seus respectivos territorios, garantindo que os sistemas de 1A sejam desenvolvidos e utilizados
em conformidade com a legislagdo. Essa estrutura demonstra uma abordagem colaborativa e
integrada para lidar com a complexidade do sistema envolvendo diferentes niveis de governo e

expertise.

Além disso, temos 0 A/ Pact, que ¢ uma iniciativa voluntério-sistematica que visa engajar
as empresas no cumprimento antecipado das obrigacdes do 47 Act, promovendo a adogao de boas
praticas, demonstrando a importancia da colaboragdo entre o setor publico e privado na construgao
de um regime de governanga eficaz, onde a autorregulacdo e a corregulagdo complementam a hard

law (Comissdo Europeia, 2024).

2.3 Difusao Regulatodria: efeito Bruxelas

O Al Act, como um regulamento expansivo, tem o potencial de gerar um efeito Bruxelas,
influenciando a governanca da IA em escala global. Isso representa a capacidade do bloco europeu
de exportar suas normas e padrdes regulatérios para o resto do mundo, devido ao tamanho e a
importancia de seu mercado. Empresas que desejam operar no mercado europeu sao
frequentemente compelidas a adotar os seus padrdes em suas operacdes globais, a fim de evitar a

fragmentacao de seus produtos e servicos (Bradford, 2020).

No contexto da IA, esse pode se tornar um padrao global de referéncia, levando outros
paises e blocos regionais a adotar abordagens regulatorias semelhantes. Isso pode ocorrer por meio
de mecanismos diretos, como a exigéncia de conformidade para produtos e servigos de IA
importados, ou indiretos, como a pressdo competitiva e a busca por harmonizagdo regulatoria. Essa
difusdo regulatoria se torna, portanto, um ponto de partida para o debate e a formulagao de politicas

em outras jurisdigoes.

3 A CONVENCAO-QUADRO DO CONSELHO DA EUROPA COMO CARTA DE
PRINCIPIOS

3.1 Principios fundamentais e alcance
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Complementando o Al Act, a Convencdo-Quadro do Conselho da Europa sobre
Inteligéncia Artificial, Direitos Humanos, Democracia e Estado de Direito (CETS 225) representa
um pilar fundamental na constru¢do do regime transnacional de governanga da IA. Aberta a
assinatura em 5 de setembro de 2024, esta ¢ a primeira convengdo internacional juridicamente
vinculante focada em alinhar todo o ciclo de vida dos sistemas de IA com os valores fundamentais
dos direitos humanos, da democracia e do Estado de Direito (Conselho da Europa, 2024).
Diferentemente do Al Act, que pode ser considerado também um regulamento setorial, a
Convengao-Quadro atua como uma carta de principios, estabelecendo um piso normativo

transversal que deve guiar o desenvolvimento e o uso da IA em todos os setores.

Ela estabelece um conjunto de principios fundamentais que devem ser observados no
desenvolvimento, uso e gestdo de sistemas de IA. Estes incluem o respeito aos direitos humanos,
a promoc¢ao da democracia, a garantia do Estado de Direito, a transparéncia, a accountability, a ndo
discriminacao e a privacidade. Seu alcance € notavel, pois ela se aplica a todos os sistemas de IA,
independentemente de seu nivel de risco ou setor de aplicagdo, desde que possam impactar os
direitos humanos, a democracia e o estado de direito. Essa abordagem holistica visa garantir que
os valores fundamentais ndo sejam comprometidos em nenhuma etapa do ciclo de vida dessas

tecnologias.
3.2 Mecanismos de Implementacio e Cooperacao

A Convengao-Quadro prevé mecanismos de implementagdo e cooperagao entre os Estados
Parte. Estes incluem a obriga¢dao de adotar medidas legislativas e administrativas para garantir a
conformidade com os principios estabelecidos, a promog¢do da pesquisa e do desenvolvimento
responsavel de A, e a cooperacdo internacional para enfrentar os desafios transfronteirigos da IA.
A Convencao-Quadro também estabelece um Comité de Partes, responsdvel por monitorar a
implementagdo e promover a troca de boas praticas (Conselho da Europa, 2024). Essa estrutura de
governanca multilateral visa garantir uma abordagem coordenada e consistente e reforga a

autolimita¢do do sistema promovendo a reflexividade em escala global.
4 SOFT LAW COMO FRAGMENTOS CONSTITUCIONAIS

Além da hard law setorial do Al Act e dos principios vinculantes da Convenc¢ao-Quadro

do Conselho da Europa, o regime transnacional de governanga da IA ¢ significativamente moldado

173



por uma proliferacdo de padrdes técnicos e soft law. Embora ndo possuam a mesma forca
vinculante (em tese) dos instrumentos legais tradicionais, desempenham importante papel na
operacionalizacdo de controles, na institucionalizacdo de rotinas de responsabilizagdo e na
promocgao da convergéncia de praticas. Eles funcionam como mecanismos de autorregulardo e
corregulacdo, complementando a hard law e contribuindo para a autolimitagdo funcional do

sistema (Teubner, 2012).
4.1 ISSO/IEC 42001: Sistemas de Gestao de IA

A norma ISO/IEC 42001:2023 estabelece os requisitos para um sistema de gestdo de
inteligéncia artificial (SGIA). Ela fornece um framework para que as organizagdes desenvolvam,
implementem, mantenham e melhorem continuamente seus sistemas de IA de forma responsavel e
¢tica. Embora esse padrao seja voluntario, ndo perde o potencial de se tornar um padrao global de
fato, impulsionando a adoc¢do de boas praticas em toda a cadeia de valor da IA. Seus requisitos
incluem a avaliacdo de riscos e oportunidades, a definicao de politicas e objetivos de 1A, a alocacao
de recursos, a competéncia da equipe, a comunicagdo, o controle de documentos e registros, € a
avaliacdo de desempenho. Ao fazer isso, a ISO 42001 atua como um instrumento que
institucionaliza rotinas de governanca dentro das organizagdes, promovendo a autolimita¢do e a

reflexividade (KPMG, 2024).
4.2 NIST AI Risk Management Framework (Al RMF) e Perfil para IA Generativa

O NIST Al Risk Management Framework (Al RMF 1.0), desenvolvido pelo National
Institute of Standards and Technology dos EUA, ¢ uma estrutura voluntdria que visa ajudar as
organizagdes a gerenciarem os riscos associados a IA. Ele ¢ estruturado em quatro fungdes
principais: Govern, Map, Measure e Manage. O Al RMF fornece diretrizes e recomendacdes para
identificar, avaliar e mitigar os riscos da IA promovendo a confiabilidade, a seguranca e a equidade
dos sistemas de IA. Em 2024, o NIST langou um Perfil para IA Generativa (GAI), que adapta o A/
RMF aos desafios especificos dos modelos de IA generativa, como a propagacao de desinformagao
e a geragao de conteudo nocivo. Esse instrumento fornece um guia pratico para a gestao de riscos

da IA influenciando as praticas de desenvolvimento e uso da IA em escala global (NIST, 2023).

4.3 Principios da OCDE e Recomendacido da UNESCO
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Os Principios da OCDE sobre IA (2019) ¢ a Recomendagéo da UNESCO sobre a Etica da
Inteligéncia Artificial (2021) sdo exemplos de soft law que estabelecem diretrizes éticas e politicas
para o desenvolvimento e o uso responsavel da IA. Os Principios da OCDE, adotados por 42 paises,
promovem a IA centrada no ser humano, a transparéncia, a seguranga, a accountability e a
sustentabilidade. A Recomendacdo da UNESCO (2021), por sua vez, ¢ o primeiro instrumento
normativo global sobre a ética da IA, abordando questdes como a protegdo de dados, a ndo
discriminacao, a diversidade cultural e a participagdo social. Embora ndo sejam juridicamente
vinculantes (em tese), esses instrumentos exercem uma influéncia significativa na formagao de
politicas publicas e na promoc¢do de uma cultura de IA responsavel, moldando expectativas e

comportamentos.

5 ELEMENTOS DE UM CONSTITUCIONALISMO SOCIAL MINIMO - UM
EXPERIMENTO

A andlise dos instrumentos de governanca da IA sob a 6tica do constitucionalismo social
permite identificar um conjunto de critérios que, podem ser considerados como elementos de uma
constitucionalidade social minima para o sistema da IA. Esses critérios nao se referem a uma
constitui¢do formal no sentido estatal, mas sim a um grupo de caracteristicas que indicam o

surgimento de uma ordem normativa autolimitante e reflexiva dentro da esfera da IA.

Nesse modelo, a densidade normativa deve ser reduzida para aumentar a conexao entre os
sistemas. Reduzir para aumentar (paradoxo). Essa observacao ¢ importante, porque sera retomada
para justificar o acoplamento desse modelo, ao sistema latino-americano, partindo de uma
perspectiva inclusiva desse constitucionalismo, nao contrariando a fragmentagao, mas

estabelecendo a integridade comunicativa dos sistemas.

Propomos a redugdo dos seguintes filtros: Fungdes Constitucionais. Ambitos

Constitucionais. Processos Constitucionais. Estruturas Constitucionais. (Teubner, 2016).

Observamos cinco elementos que traduzem as caracteristicas desse modelo: Positivacao
de direito e proibi¢des, Diferenciagdo funcional, mecanismos de revisdo e controle, participagao e

reflexividade e por fim os acoplamentos com normas padronizadoras e soft law.
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No primeiro caso, a existéncia de normas que estabelecem direitos fundamentais (como
privacidade, ndo discriminag¢do, autonomia humana) e proibi¢cdes de usos da IA considerados
inaceitaveis (como social scoring ou manipulagdo subliminar) atuam como limites internos as

operagoes do sistema da A, promovendo a autolimitacao.

No segundo, a institucionalizagdo de papéis e responsabilidades distintas para o
desenvolvimento, implantagdo, avaliagdo e supervisdo de sistemas de IA reflete uma diferenciacao

funcional, evitando a concentragdo excessiva de controle e promovendo a accountability.

O terceiro elemento se traduz na existéncia de procedimentos para a avaliagdo de
conformidade, auditorias, investigacdes de incidentes e a possibilidade de recurso ou reparacdo em
caso de danos que garantem a reflexividade do subsistema, permitindo que ele aprenda com seus

erros e se adapte.

O quarto elemento ¢ representado pela inclusdo de multiplos stakeholders (governos,
empresas, sociedade civil, academia) nos processos de formulagdo de politicas e padrdes, e a
capacidade do sistema de se auto-observar e adaptar. Isso ¢ evidenciado no A/ Pact € nos processos

de consulta para codigos de pratica.

Por fim, o altimo elemento (minimo) ¢ a integragdo e o reconhecimento de padrdes
técnicos e de soft law (ISO/IEC 42001, NIST AI RMF, Principios da OCDE, Recomendacgdes da
UNESCO) como parte integrante do regime de governanga, promovendo harmonizagdo e

interoperabilidade.

6. QUADRO DE CONFORMIDADE NO CONSTITUCIONALISMO SOCIAL MINIMO

A complexidade da governanga da IA reside na multiplicidade de atores, niveis e tipos de
instrumentos normativos que coexistem e interagem. Para ilustrar a convergéncia e as
particularidades de cada abordagem, a tabela a seguir apresenta uma analise comparativa dos
principais instrumentos apresentados. Esta comparagdo visa destacar como cada um desses
fragmentos aborda os elementos centrais da conformidade regulatoria, reforcando a tese da
constitucionaliza¢do social minima da IA permitindo uma visdo holistica do regime transnacional

minimo aplicado.
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7. DESAFIOS E TENSOES

A implementacdo do regime transnacional de governanga da IA, embora promissora em

termos de constitucionalizagao social minima, nao estd isenta de desafios e tensdes significativas.

Essas tensdes emergem da complexidade inerente a regulagdo de uma tecnologia em constante

evolugdo, da diversidade de atores envolvidos e da necessidade de equilibrar inovagdo com

protecao de direitos fundamentais.
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Enfrentamos, ao menos agora, oito desafios com a minima constitucionaliza¢do social:
Capacidade regulatoria. Custos de Conformidade. Remédios Individuais. Justiciabilidade
Transfronteirica. Riscos Sistémicos dos Modelos de Propdsito Geral. Implementagao. Fiscalizagao.

Tensao entre Inovacao e Regulagao.

Inicialmente, observamos que a criagao de um arcabougo normativo tao abrangente como
0 Al Act exige recursos humanos e técnicos substanciais para sua fiscalizagdo e aplicagdo. As
autoridades nacionais e o European Al Office precisardo desenvolver expertise especializada para
avaliar a conformidade de sistemas de IA complexos, especialmente aqueles de alto risco e os
Modelos de Proposito Geral (GPAI). Isso, embora ndo altere os marcos legais, indica a
complexidade e o tempo necessarios para a operacionalizacdo completa do regime e pode gerar

incerteza para os desenvolvedores e usudrios de IA.

Os custos de conformidade representam outro ponto critico, especialmente para pequenas
e médias empresas (PMEs) e startups. A necessidade de implementar sistemas de gestdo de risco,
garantir a qualidade dos dados, manter documentacao técnica detalhada e realizar avaliagdes de
conformidade pode ser onerosa. Embora o A/ Act preveja medidas de apoio as PMEs, o impacto

financeiro e operacional pode ser um obstaculo a inovagdo e a competitividade.

Além disso, a fragmentagdo regulatdria em nivel global, apesar do efeito Bruxelas, ainda
representa um desafio. Empresas que operam em multiplas jurisdicdes podem enfrentar a
necessidade de se conformar a diferentes conjuntos de regras, aumentando a complexidade e os
custos. A harmonizacao internacional, embora desejavel, ¢ um processo lento e complexo, o que
ressalta a importancia de instrumentos como a Convengao-Quadro do Conselho da Europa, que

buscam estabelecer um piso normativo comum.

Outra tensdo reside na efetividade dos remédios individuais e na justiciabilidade
transfronteirica. A arquitetura europeia ¢ densa em termos de medidas ex ante, como a gestao de
risco, e sangdes administrativas que visam prevenir danos. Contudo, a capacidade de individuos
buscarem reparacao de forma consistente em um cenario transnacional permanece heterogénea. A
efetividade dos remédios individuais dependera da aplicagdo nacional do A7 Act e da harmonizacao
dos procedimentos judiciais entre os Estados-Membros. Também, ndo conseguimos nos afastar da

natureza transfronteirica desses sistemas, que podem ser desenvolvidos em uma jurisdigdo,
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operados em outra e causar danos em uma terceira, complicando a determinacao da lei aplicavel e

do foro competente.

Ha ainda os riscos sist€émicos associados aos Modelos de Proposito Geral (GPAI) que
constituem uma area de crescente preocupagdo e complexidade regulatoria. Diferentemente de
sistemas de [A de alto risco com finalidades especificas, os GPAI, como grandes modelos de
linguagem, possuem amplas aplicagdes e podem ser adaptados para diversas tarefas, tornando a
avaliagdo de seus riscos particularmente desafiadora. Os riscos incluem, ainda, a propagacao de
desinformacao em larga escala, a geragdo de contetido nocivo, a amplificacdo de vieses existentes

e a possibilidade de uso malicioso.

Além das tensdes mencionadas, a implementacdo e fiscalizacdo do A/ Act e de outros
instrumentos enfrentam desafios praticos significativos. A escassez de especialistas com
conhecimento técnico e juridico em IA ¢ um obsticulo para as autoridades reguladoras. A
complexidade técnica dos sistemas de IA, a opacidade de alguns modelos (black box) e a

velocidade da inovacgao dificultam a avalia¢ao de conformidade e a detec¢ao de violagdes.

Outro ponto ¢ a interoperabilidade entre diferentes regimes regulatorios e padroes
técnicos. Embora o efeito Bruxelas também promova alguma convergéncia, a existéncia de
multiplas abordagens pode gerar inconsisténcias e lacunas. A coordenagdo entre as diversas
iniciativas de governanga da A, tanto em nivel nacional quanto transnacional, sera essencial para

controlar a fragmentacdo e garantir uma abordagem coesa e eficaz.

Finalmente, uma tensdo fundamental permeia todo o debate sobre a governanca da IA: o
equilibrio entre inovagdo e regulacdao. Por um lado, a regulacdo ¢ essencial para mitigar os riscos
da IA, proteger os direitos fundamentais e garantir a confianga publica na tecnologia. Por outro
lado, uma regulagdo excessivamente prescritiva ou onerosa pode sufocar a inovagao, criar barreiras
a entrada de novos atores e prejudicar a competitividade econdmica. O Al Act, com sua abordagem
baseada em risco, tenta encontrar um meio-termo, focando as obrigagcdes mais rigorosas nos
sistemas de IA de alto risco, enquanto deixa um espago maior para a inovagao em areas de menor

risco.

No entanto, a definicdo do que constitui um risco inaceitavel ou alto risco ¢, em si, um

campo de disputa politica e social. A constante evolucdo da tecnologia exige que a regulagdo seja
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flexivel e adaptativa, capaz de se ajustar a novos desenvolvimentos e riscos emergentes. Os
mecanismos de revisdo e atualizag@o previstos no A7 Act e em outros instrumentos sdo cruciais para
garantir que a governanca da IA ndo se torne obsoleta. A promogdo de ambientes de teste
regulatorios (regulatory sandboxes) e de outras formas de experimentacao regulatoria pode ser uma

maneira eficaz de testar novas abordagens e encontrar o equilibrio certo entre inovagdo e prote¢ao.

8. IMPLICACOES DA GOVERNANCA DA TA PARA A AMERICA LATINA

A eminente necessidade de um regime transnacional de governanca da IA, impulsionado
em grande parte pelo Al Act da Unido Europeia, tem implicagdes significativas para a América
Latina. A adogdo de padrdes internacionais como a ISO/IEC 42001 e o NIST AI RMF, bem como
o alinhamento com os principios da OCDE e da UNESCO, pode servir como um caminho para a

convergéncia regulatoria.

O efeito Bruxelas pode exercer uma pressao indireta sobre os paises latino-americanos
para que alinhem suas futuras regulamentacdes de IA com os padrdes europeus. Isso ¢ muito
provavel porque governos e empresas na América Latina que buscam parcerias ou fornecedores
europeus podem ser compelidos a exigir conformidade com os requisitos do A/ Act em seus

processos de contrata¢do publica, especialmente para sistemas de IA de alto risco.

Ainda, empresas latino-americanas que atuam em cadeias globais de valor, especialmente
aquelas que exportam para a Europa ou que dependem de tecnologia desenvolvida por empresas
europeias, precisardo adotar as praticas de governanga de IA exigidas pelo Al Act para manter sua
competitividade e acesso ao mercado. Fornecedores internacionais de IA que operam na América
Latina, mas que também atuam no mercado europeu, tenderdo a padronizar seus produtos e servigos

de acordo com as exigéncias do A/ Act, impactando indiretamente as ofertas disponiveis na regido.

Esse processo de convergéncia regulatoria, embora possa promover a adog¢ao de padrdes
elevados de protecao de direitos e gestao de riscos, exigird o desenvolvimento de capacidades
institucionais reforcada nos paises latino-americanos. Isso inclui a formagao de especialistas em
IA e direito, a criacdo de agéncias reguladoras com expertise técnica e a integracdo dos novos
marcos regulatérios com as legislacdes vigentes, como a lei geral de protecdo de dados

(inspirada/copiada da GDPR europeia) e de direitos sociais (Bradford, 2020).
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Os desafios para a América Latina incluem a necessidade de adaptar os modelos
regulatorios europeus as realidades locais, considerando as especificidades culturais, econdmicas
e sociais da regido, que enfrenta o desafio de garantir que a governanga da IA promova a inclusao
digital e social, evitando a amplificacao de desigualdades existentes ou a criagdao de novas formas

de exclusao (Rios, 2025).

No entanto, essa experiéncia europeia também oferece oportunidades significativas. Ela
pode servir como um catalisador para o debate e a formulagdo de politicas publicas de IA na
América Latina, promovendo uma abordagem mais estruturada e alinhada com os padroes
internacionais de direitos humanos e governanga democratica. A Convengao-Quadro do Conselho
da Europa, oferece um modelo de cooperacao multilateral que pode ser replicado ou adaptado para
fortalecer a governanca regional da IA garantindo que a tecnologia seja utilizada para o beneficio

de todos.

Entretanto, invocamos ainda, mais um ponto de observagdo sobre a compreensdo da
governanga da IA como um movimento de constitucionalismo social minimo. Para a américa-
latina, principalmente periférica, a abordagem menos densa da normatividade elevard a capacidade
de conexdo entre os diferentes sistemas sociais, em acoplamentos que permitirdio uma
regulamentacdo a nivel de fundamentalidade constitucional, como ocorre na Unido Europeia, mas
com um papel totalmente diferente, a inclusao através de uma maior abertura comunicativa entre

os sistemas de povos originarios.

CONSIDERACOES FINAIS

A andlise empreendida neste artigo demonstra que a governanca da inteligéncia artificial
estd em um estagio avangado de constitucionalizag@o social mimia, conforme a perspectiva tedrica
apresentada. Longe de ser uma mera regulacdo técnica ou um conjunto fragmentado de normas, o
regime transnacional emergente para a IA exibe tracos constitucionais minimos, manifestados em
trés frentes principais que se interligam e se reforgam mutuamente: a hard law setorial, os
principios vinculantes e o cultivo de padrdes e soft law que operacionalizam controles e rotinas de
responsabiliza¢do. Essa complexa cadeia normativa promove a autolimitacdo de um subsistema
tecno-cientifico em rapida evolugdo, por meio de fragmentos constitucionais que dialogam e se

acoplam estruturalmente com o direito estatal e com ordens privadas.
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O AI Act, em particular, atua como uma constituicdo setorial para a A internalizando
direitos (como a proibi¢do de praticas de risco inaceitdvel e a protecao de direitos fundamentais),
separacoes funcionais (entre desenvolvedores, avaliadores e supervisores) € mecanismos de revisao
que sao tipicos de processos de constitucionalizagdo social. A Convengao-Quadro do Conselho da
Europa, por sua vez, estabelece um piso normativo transversal, garantindo que os valores de
direitos humanos, democracia e Estado de Direito permeiem todo o ciclo de vida da IA funcionando
como uma carta de principios que orienta a interpretacdo e aplicacdo das demais normas.
Complementarmente, padrdes como a ISO/IEC 42001 e o NIST Al RMF, juntamente com oS
principios da OCDE e da UNESCO, funcionam como fragmentos constitucionais minimo que
institucionalizam rotinas de governanca, auditoria e accountability, influenciando as praticas

globais e promovendo a harmonizagdo de expectativas e comportamentos.

No fim, a era da IA ndo apenas desafia as concepgdes tradicionais de Estado e direito, mas
também revela a capacidade da sociedade de desenvolver novas formas de auto-organizacao e
autolimitacdo. O constitucionalismo societal minimo da IA estd em constante morfogénese,
exigindo uma vigilancia continua e uma abordagem adaptativa para garantir que a tecnologia sirva
ao bem-estar humano e aos valores democraticos, em vez de mina-los, e sua aplicagdo a américa-

latina podera determinar uma abordagem mais integra dos eventos constitucionais.
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