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XXXII CONGRESSO NACIONAL DO CONPEDI SAO PAULO - SP
DIREITO, GOVERNANCA E NOVASTECNOLOGIASV

Apresentacdo

O "XXXII Congresso Nacional do CONPEDI" foi realizado entre os dias 26 e 28 de
novembro de 2025. O evento designou um marco de exceléncia académica e colaboracéo
cientifica, reunindo pesquisadores e estudiosos de inimeras areas do Direito.

Destaque especial é ofertado aos artigos apresentados no Grupo de Trabalho intitulado
“Direito, Governanca e Novas Tecnologias — V" (GT-12), os quais demonstraram a
relevancia e a profundidade dos estudos sobre as teméticas investigadas. O Grupo de
Trabalho foi coordenado pelos Professores Doutores Regina Vera Villas Boas (Pontificia
Universidade Catdlica de Sdo Paulo), Vivianne Rigoldi (Centro Universitario Euripides de
Marilia e Lucas Gongalves da Silva (Universidade Federal de Sergipe), os quais propiciaram
aos pesguisadores um espaco privilegiado as apresentacdes e aos debates sobre questdes
fundamentais arespeito do “direito, governanca e novas tecnologias’.

O Grupo de Trabalho recebeu para apreciagéo inimeros artigos de qualidade metodol6gica e
de importéncia critica, entre os quais sdo destacados 0s seguintes titulos: Politicas publicas
sobre inteligéncia artificial: refletindo sobre enviesamento algoritmico e protecéo a direitos;
Vulnerabilidades hiperconectadas. o capitalismo de vigilancia frente as criancas e

adolescentes na sociedade em rede; Tecnologia e liberdade: uma andlise critica da lei n°
15.100/2025 a luz da educagdo em direitos humanos; Autodeterminagdo informativa como
nucleo de protecdo dos direitos fundamentais no ambiente digital; Compliance algoritmico e
LGPD: desafios da governanca de dados na era da inteligéncia artificial; ‘Big Techs e
vigilancia: atorre invisivel do pandptico digital; Pluralismo policontextural digital: por uma
governanca multicéntrica das plataformas; Politicas publicas e governanca digital: a
invisibilidade dos excluidos digitais nos servicos oferecidos pela plataforma gov.br;

Inteligéncia artificial e mediagéo de conflitos; Inteligéncia artificial (ia) e a emergéncia de
um constitucionalismo social minimo; Desafios sociais e juridicos da privacidade e protecéo
de dados na era digital; Dados pessoais de criangas e adolescentes: o poder das ‘big techs ea
(in)suficiéncia dos marcos normativos vigentes em uma economia global de vigilancia;

Dialogo competitivo e inovacdo em infraestrutura digital critica: desafios juridicos na era da
inovagdo; Direito e tecnologia: um estudo acerca da responsabilidade civil do advogado
frente a auséncia de col eta adequada de provas digitais; Politicas publicas, governanca digital
e democracia: desafios da inclusdo digital no brasil e em minas gerais, Do recrutamento ao
poOs-contrato: critérios da LGPD para monitoramento e governanca de dados nas relaces de



trabalho; Inteligéncia artificial no direito: desafios éticos, autorais e juridicos na
modernizacdo das profissdes juridicas, Ciberpolicia e fragmentacdo do direito: o papel da
inteligéncia artificial no novo controle social; A exposicao de criancas nas redes sociais e 0
uso de ‘deepfake’ na producdo de pornografia infantil; O risco da infocracia: como a
inteligéncia artificial e os algoritmos ameacam as liberdades fundamentais e o estado
democratico de direito; A nova resolucdo n.° 615/2025 do conselho nacional de justica:
inovacdo, democracia e sustentabilidade como pilares da regulamentacdo do uso da
inteligéncia artificial no judiciéario brasileiro.

Foram expostos, também, no referido Grupo de Trabalho (GT-12), as pesquisas sob os
titulos: “Educacéo inclusiva, autismo e justica social: reflexdes das vulnerabilidades na
sociedade da informacdo a partir da deducéo integral de despesas educacionais no Imposto de
Renda’ (do GT-8); “Desafios a dignidade humana do imigrante e do refugiado a luz da
Constituicdo Federa brasileira’;

A qualidade dos trabalhos expostos foi admirével, refletindo o alto nivel, a inovacéo
académica e o compromisso dos pesquisadores-autores com a pesquisa académica. As
contribuicbes dos estudiosos trouxeram reflexdes significativas que enriqueceram e
desafiaram os debates sobre a tematica que € atual e contemporanea, designando perspectivas
decisivas do Direito.

O "XXXII Congresso Nacional do CONPEDI", além de consolidar a sua vocacao de canal de
referéncia no cenério académico nacional e internacional, reafirma relevante compromisso
com a exceléncia da qualidade cientifica e da producéo do conhecimento juridico.

Nesse sentido, estéo todos convidados a apreciarem a verticalidade e atualidade dos preciosos
artigos promovidos pelo “XXXII Congresso Nacional do CONPEDI”, por meio de todos os
canais disponiveis pelo Congresso, destacada a presente publicagdo, que propicia uma leitura
integral dos artigos que foram expostos no Grupo de Trabalho “Direito, Governanca e Novas
Tecnologias’.

Agradecemos a todos os participantes, coordenadores e apoiadores por tornarem o evento um
sucesso e, também, por contribuirem para o avanco continuo da pesquisa juridicano Brasil.

Sudacdes dos coordenadores.

Regina Vera Villas Bbas - Professora Doutora da Pontificia Universidade Catdlica de Séo
Paulo



Vivianne Rigoldi - Professora Doutora do Centro Universitério Euripides de Marilia

Lucas Gongalves da Silva - Professor Doutor da Universidade Federal de Sergipe



BIG TECHSE VIGILANCIA: A TORRE INVISIVEL DO PANOPTICO DIGITAL

BIG TECHSAND SURVEILLANCE: THE INVISIBLE TOWER OF THE DIGITAL
PANOPTICON

Bruna Figueiredo Dos Santos 1
Zulmar Antonio Fachin 2

Resumo

O artigo analisa como as Big Techs consolidaram um modelo de vigilancia digital que
transforma a rotina cotidiana em mercadoria comportamental. Inspirado no panéptico de
Bentham e na sociedade de controle de Deleuze, o estudo demonstra que a vigilancia deixou
de ser visivel e ingtitucionalizada, tornando-se descentralizada e algoritmica. No Brasil, o
cenario se intensifica com o uso prolongado de redes sociais por grande parte da popul agéo.
Essa l6gica compromete a autonomia informacional e amplia as desigualdades de poder.
Embora os marcos legais representem avancos, permanecem os desafios ligados a lacunas
regulatorias, dificuldades de fiscalizag8o efetiva e baixa consciéncia critica da populagdo
acerca dos riscos envolvidos. Torna-se essencial compreender que a vigilancia digital ndo é
apenas uma questdo tecnolégica, mas sobretudo juridica, social e politica. A pesquisa
defende que enfrentar esse cenario requer ndo apenas legislagdo robusta, mas também
politicas de educacéo digital, maior transparéncia tecnol 6gica e cooperacdo internaciona que
garantam a protecdo efetiva da privacidade e a preservagdo dos direitos fundamentais no
ambiente digital.

Palavras-chave: Autonomiainformacional, Big techs, Capitalismo de vigilancia, Pandptico
digital, Vigilanciaalgoritmica

Abstract/Resumen/Résumeé

The article analyzes how Big Tech companies have consolidated a model of digital
surveillance that transforms everyday routines into behavioral commodities. Inspired by
Bentham’s panopticon and Deleuze’'s society of control, the study demonstrates that
surveillance has ceased to be visible and institutionalized, becoming instead decentralized
and algorithmic. In Brazil, this scenario is intensified by the prolonged use of social networks
by alarge part of the population. Thislogic undermines informational autonomy and deepens
power inequalities. Although legal frameworks represent significant progress, challenges
remain due to regulatory gaps, difficulties in effective enforcement, and the population’s low

1 Mestranda no Programa de Mestrado Profissional em Direito, Sociedade e Tecnologias da Escola de Direito
das Faculdades Londrina. Advogada. Professora

2 Doutor em Direito Constituciona (UFPR). Coordenador do Programa de Mestrado Profissional em Direito,
Sociedade e Tecnol ogias da Escola de Direito das Faculdades Londrina
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critical awareness of the risks involved. It becomes essential to understand that digital
surveillance is not merely a technological issue, but above all alegal, social, and political
one. The research argues that addressing this scenario requires not only robust legislation but
also digital education policies, greater technological transparency, and international

cooperation to ensure the effective protection of privacy and the preservation of fundamental
rightsin the digital environment.

K eywor ds/Palabr as-claves/M ots-clés: Informationa autonomy, Big tech, Surveillance
capitalism, Digital panopticon, Algorithmic surveillance
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INTRODUCAO

O advento das tecnologias digitais ¢ a consolidacdo das grandes plataformas
tecnologicas, conhecidas como Big Techs, desencadearam transformagdes profundas na
dindmica social contemporanea. No centro dessas mudancgas, surge um novo modelo de
vigilancia que ultrapassa os limites tradicionais do controle disciplinar descrito por Foucault,
aproximando-se de um panoptico digital descentralizado, silencioso e onipresente. Esse
fendomeno caracteriza o chamado capitalismo de vigilancia, no qual a coleta massiva de dados
pessoais, muitas vezes realizada sem o consentimento real dos individuos, converte cada
interacao em insumo para previsdes comportamentais € praticas comerciais ocultas.

A partir deste contexto, delineia-se o problema que orienta esta pesquisa: De que modo
a vigilancia invisivel promovida pelas Big Techs, sustentada por algoritmos e inteligéncia
artificial, impacta a liberdade e a privacidade dos individuos na era digital? Em outras palavras,
busca-se compreender de que maneira o monitoramento constante, aliado a falta de
transparéncia no uso dos dados, ameaca a autonomia individual e amplia desigualdades de
poder na sociedade conectada.

Como hipoétese, considera-se que a atuacao permanente e velada das Big Techs
compromete a autodeterminacdo informacional e fragiliza o exercicio pleno dos direitos
fundamentais, ao transformar a vigilancia em elemento estruturante da vida digital sem oferecer
aos usudrios meios efetivos de controle e protecao de seus dados.

O objetivo geral deste estudo consiste em analisar criticamente como as Big Techs
reconfiguram as formas de vigilancia e poder, moldando comportamentos e subjetividades na
sociedade digital, com especial atengdo ao contexto brasileiro. Como objetivos especificos,
pretende-se examinar os principais conceitos e fundamentos historicos que originaram o
pandptico digital e investigar dados e praticas contemporaneos que evidenciem os impactos
desse modelo de vigilancia sobre direitos fundamentais e a autonomia informacional dos
individuos.

A justificativa para esta investigacdo repousa na relevancia de compreender as
implicagdes éticas, juridicas e sociais da vigilancia digital em um contexto no qual o uso
massivo de tecnologias conectadas se tornou parte essencial da vida cotidiana. A auséncia de
mecanismos eficazes de regulacdo e de consciéncia critica por parte dos usudrios contribui para
a expansdo de praticas que fragilizam a autodeterminagdo informacional, comprometendo

valores democraticos e direitos fundamentais.
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A pesquisa adota uma abordagem qualitativa, com método dedutivo, utilizando revisao
bibliografica interdisciplinar com base em alguns autores, como Foucault, Deleuze, Bauman,
Lyon, Morozov, Cohen, entre outros, além da analise de dados recentes sobre o uso da Internet
e das redes sociais no Brasil.

A organizagdo do trabalho contempla trés exios: o primeiro dedica-se a
contextualizagdo historica e conceitual da vigilancia, recuperando os fundamentos do panoptico
classico de Bentham e a transi¢cdo para o pandptico digital; o segundo explora criticamente o
poder das Big Techs e o capitalismo de vigilancia, enfatizando os seus impactos econdmicos,
politicos e sociais; e o terceiro apresenta dados empiricos sobre a exposi¢do digital no Brasil e
discute caminhos de prote¢ao da autonomia informacional.

Ao longo deste trabalho, procura-se demonstrar que proteger a autonomia
informacional ¢ condigdo essencial para preservar a dignidade e a liberdade no ambiente digital,
e que essa tarefa requer a combinagdo de instrumentos regulatorios, educagdo critica e

transparéncia tecnoldgica.

DESENVOLVIMENTO

A vigilancia, como instrumento de poder, tem se transformado ao longo da historia.
No final do século XVIII, Jeremy Bentham (1787) projetou o pandptico, uma arquitetura
prisional ideal onde um unico observador, posicionado em uma torre central, poderia vigiar

todos os prisioneiros sem que estes soubessem quando estariam sendo observados.

O panoptico de Bentham ¢ a figura arquitetural dessa composi¢do. O principio é
conhecido: na periferia uma constru¢do em anel; no centro, uma torre; esta é vazada
de largas janelas que se abrem sobre a face interna do anel; a constri¢ao periférica é
dividida em celas, cada uma atravessando toda a espessura da construgdo; elas tém
duas janelas, da torre; outra, que da para o exterior, permite que a luz atravesse a cela
de lado a lado. Basta entdo colocar um vigia na torre central, e em cada cela trancar
um louco, um doente, um condenado, um operario ou um escolar. (Foucault, 1987,
p- 1965)

Nesse modelo, a vigilancia se torna constante, a disciplina passa a ser incorporada
pelos proprios individuos e o controle se exerce de maneira sutil e quase imperceptivel. A
escola, a fabrica, o hospital e at¢é mesmo a familia passam a funcionar segundo essa logica
panoptica (Foucault, 1987, p. 170), que extrapola os limites da prisdo e se consolida como
referéncia para o funcionamento das instituigdes modernas. Por serem espagos fechados, esses

ambientes facilitam a adoc¢do de estratégias de controle e a implementacdo de mecanismos
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capazes de monitorar, de forma continua, cada a¢do dos que ali se encontram, mantendo-os sob
vigilancia constante.

No entanto, mais precisamente apos a Segunda Guerra Mundial, a sociedade
contemporanea rompe com os moldes classicos da disciplina institucionalizada. Gilles Deleuze
(1992), ao refletir sobre os caminhos abertos por Foucault, propde uma nova configuracio: a
sociedade de controle. Em sua obra Post-scriptum sobre as sociedades de controle, o autor
argumenta que o poder deixa de ser estatico e se torna flexivel, digitalizado e integrado aos
fluxos da vida cotidiana, e, sendo assim, a sociedade da disciplina perde lugar a sociedade do

controle.

Reformar a escola, reformar a industria, o hospital, o exército, a prisdo; mas todos
sabem que essas instituicdes estdo condenadas, num prazo mais ou menos longo.
Trata-se apenas de gerir sua agonia e ocupar as pessoas, até a instalacdo das novas
forcas que se anunciam. Sdo as sociedades de controle que estdo substituindo as
sociedades disciplinares. (Deleuze, 1992, p. 220)

O panoptico high-tech da atualidade, ancorado na Internet e impulsionado pelo big
data, inaugurou um novo patamar de disciplina e controle, tendo como cenario principal o
ciberespaco e as redes sociais (Santana; Neves, 2022).

Atualmente, vive-se o estagio mais avancado desse processo, marcado por uma
conexao intensa, pela virtualizagdo das relacdes e pela integragcdo constante com tecnologias e
maquinas inteligentes, sobretudo aquelas guiadas por inteligéncia artificial. Como apontam
David Dominguez e Mario Dominguez (2023, p. 262), as formas de interac¢do entre as pessoas
se transformaram profundamente. No ambiente digital, quase tudo ¢ rastredvel, coletado e
analisado por dispositivos silenciosos que alimentam um mecanismo de vigilancia sem
precedentes.

A expressdo “panoptico digital” foi introduzida por David Lyon em Surveillance After
Snowden (2015) para descrever praticas de vigilancia em massa que guardam semelhancas com
a estrutura original de Bentham. Esses recursos possibilitam o monitoramento e processamento
em larga escala de informagdes sobre individuos.

O pandptico perdeu a torre central visivel e tornou-se descentralizado, algoritmico e
operado pelas maos invisiveis das Big Techs. Plataformas como Google, Facebook (Meta),
Amazon, Microsoft e Apple assumiram o papel de vigilantes onipresentes, capazes de registrar,
processar e influenciar comportamentos a partir da coleta massiva de dados pessoais. Tais
empresas atuam como guardas invisiveis da torre central de um panoptico digital

descentralizado (Fornasier; Viero da Silva; Compassi Brun, 2021).
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Pode-se dizer que as Big Techs sdo as novas torres do panoptico digital. Se antes o
olhar do poder disciplinava o corpo, hoje ele penetra a subjetividade, molda preferéncias e
direciona condutas. As plataformas monitoram a navegacdo do usudrio, o tempo gasto com
conteudos, a geolocalizacdo, os contatos e at¢ mesmo as emogdes, muitas vezes de forma nao
consentida ou disfar¢ada de conveniéncia. Exemplos sdo abundantes: o Google registra todo o
histérico de buscas, o Instagram observa quanto tempo o usuario dispende olhando para
determinada imagem, essas métricas constroem perfis comportamentais.

A inteligéncia artificial sustenta uma vigilancia algoritmica nutrida pelos rastros
digitais deixados pelos usudrios, muitas vezes sem consciéncia plena. O fluxo de contetidos nao
surge de maneira neutra, ele ¢ arquitetado para maximizar o engajamento e potencializar os
lucros, convertendo a atencdo humana em ativo econdmico. Essa dindmica configura o que
Shoshana Zuboff denominou de “capitalismo de vigilancia”, que se trata de um novo regime
econdmico que transforma a experiéncia humana em matéria-prima gratuita para praticas
comerciais ocultas (2020, p. 18).

Nesse ambiente, o poder instrumentario se firma como uma nova modalidade de
dominio que dispensa a forga aberta e se apoia em mecanismos automaticos de controle. Ao
conectar dispositivos e algoritmos que registram e processam cada acao, ele transforma a vida

cotidiana em um terreno de experimentacao e influéncia constante.

O capitalismo de vigilancia gera uma nova espécie de poder que chamo de
instrumentarismo. O poder instrumentario conhece e molda o comportamento humano
em prol das finalidades de terceiros. Em vez de armamentos e exércitos, ele faz valer
sua vontade através do meio automatizado de uma arquitetura computacional cada vez
mais ubiqua composta de dispositivos, coisas e espagos ‘inteligentes’ conectados em
rede. (Zuboff, 2020, p. 19)

O pandptico digital impde o seu controle ao enfraquecer a autonomia humana e
explorar a vulnerabilidade da privacidade de dados. Movido pelo dataismo, utiliza big data,
algoritmos e aprendizado de maquina para influenciar, de forma silenciosa, os desejos e as
decisoes individuais (Sherman, 2023, p. 1212). A consequéncia direta desse modelo ¢ a erosao
da privacidade, o consentimento torna-se uma formalidade ambigua e os aplicativos operam em
segundo plano, coletando dados, como localizacdo e escuta passiva. Julie E. Cohen (2019)
adverte que essa pratica fere o direito a autodeterminagdo informacional, transformando o
sujeito em objeto de extracdo e manipulagao.

Esse ¢ o nucleo do pandptico digital invisivel: uma vigilancia que se oculta atras de

interfaces amigaveis e convenientes. O usuario ndo sabe quando estd sendo vigiado, nem o que
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os algoritmos sabem sobre ele. Como alerta Rayane Pinto (2021), vivemos sob uma
“visibilidade totalitaria”, em que a exposi¢do constante mina a liberdade e reforca a alienagao
subjetiva.

O pandptico contemporaneo nao disciplina corpos, mas modela subjetividades. Ele
ndo impode siléncio, mas estimula a hiperexpressao e a exposi¢ao voluntaria, consolidando uma
nova forma de poder que antecede a reflex@o e naturaliza a vigilancia como elemento estrutural
da vida cotidiana.

Em um mundo sem muros, a torre do panoptico nao foi demolida: ela apenas trocou
de endereco. Agora, ergue-se no coragcdo da nuvem digital, alimentada por algoritmos e
inteligéncia artificial. As Big Techs tornaram-se os novos arquitetos desse olhar permanente,
invisivel e silencioso. Diferente da torre de Bentham, concreta e visivel, a torre digital esta
incorporada as telas que cercam a rotina do individuo, presente no smartphone que desperta
pela manha, no feed que rola a noite e na assistente virtual que escuta em siléncio. O olhar
panodptico ja ndo precisa estar no alto, pois ele vigia sem presenca, disciplina sem voz, influencia
sem comando.

Se no eixo anterior, observou-se como o poder de vigiar foi descentralizado e
incorporado pelas grandes corporagdes tecnologicas; aqui, busca-se mostrar, em linhas gerais,
como esse poder ndao apenas monitora, mas também influencia e modela comportamentos em
diferentes esferas: econdmica, politica e social. A ascensdo das grandes plataformas digitais
modificou profundamente a vida contemporanea. Google, Facebook (Meta), Amazon,
Microsoft e Apple deixaram de ser apenas empresas de tecnologia e se tornaram infraestruturas
centrais que determinam habitos, relagdes e percepgdes cotidianas.

Sob a perspectiva econdmica, Zuboft (2020) desenvolveu o conceito de “capitalismo
de vigilancia”, demonstrando que a principal mercadoria das Big Techs € o superavit
comportamental: dados excedentes capturados sem conhecimento pleno do usudrio. Tais dados

alimentam sistemas de inteligéncia de maquina que produzem predi¢des comercializaveis.

O capitalismo de vigilancia comega com a descoberta do superavit comportamental.
Mais dados comportamentais sao transmitidos do que o necessario para melhorias nos
servicos. Esse superavit alimenta a inteligéncia de maquina — o novo meio de
producdo — que gera predigdes do comportamento do usudrio. Esses produtos sdo
vendidos para empresas clientes em novos mercados futuros comportamentais. O
ciclo de valor comportamental ¢ subordinado a esta nova logica. (Zuboff, 2020, p.
118)

Essa convergéncia critica revela que compreender o capitalismo de vigilancia implica

reconhecer o risco de dissolu¢do da autonomia humana em uma légica de mercado que se
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tornou onipresente. Assim, o que estd em jogo nao ¢ somente saber onde os individuos estdo ou
o que fazem, mas sobretudo prever e induzir as suas agdes futuras.

Na perspectiva politica, Evgeny Morozov (2018) oferece uma critica incisiva ao que
denomina de “solucionismo”, a tendéncia das Big Techs de se apresentarem como remédios
universais para desafios complexos da sociedade, substituindo politicas publicas por algoritmos
e plataformas privadas.

Para o autor, essa ideologia mascara interesses econdmicos e concentra poder sobre a
informacdo, com impactos profundos na democracia. Ele adverte que a ascensdo das
plataformas digitais ndo decorre apenas de sua eficiéncia técnica, mas da confluéncia entre o

enfraquecimento dos Estados nacionais, as politicas neoliberais e a desregulamentacao global.

Em outras palavras, a ascensdo da Big Tech ndo ¢é vista como sintoma da crise
econdmica mundial, do enfraquecimento das leis anti-monopolistas ou da privatizacdo
do bem-estar e outras fun¢des do Estado. Em vez disso, ela aparece principalmente
como uma solucdo para todos os problemas — e, na mais ambiciosa dessas visdes,
como garantia de que um novo compromisso politico e econdomico — uma espécie de
New Deal — seja firmado. (Morozov, 2018, p. 144-145)

Morozov enfatiza que, ao contrario do discurso que apresenta a Internet como territério
neutro, as Big Techs t€ém desempenhado um papel ativo na transformagao da esfera publica em
mercado. Os dados comportamentais tornam-se commodities negociadas para modular opinides
e maximizar engajamento. O autor alerta que “o0 modelo de negdcios da Big Tech funciona de
tal maneira que deixa de ser relevante se as mensagens disseminadas sdo verdadeiras ou falsas.
Tudo o que importa € se viralizam” (Morozov, 2018, p. 11), fato que contribui para a
desinformacao e para o aprofundamento de divisdes sociais.

Além disso, Morozov sublinha o risco de colonialismo digital, em que paises
periféricos, como o Brasil, tornam-se consumidores passivos das solucdes e infraestruturas
desenvolvidas por corporagdes estrangeiras. Essa dependéncia tecnologica limita a soberania
informacional e fragiliza a capacidade de construir alternativas democraticas. Para ele, “o
verdadeiro inimigo nao € a tecnologia em si, mas o atual regime politico € econdmico — que
recorre as tecnologias mais recentes para alcangar seus horrendos objetivos” (Morozov, 2018,
p. 30).

Morozov (2018, p. 11) adverte que “as democracias se afogardo em um tsunami de
demagogia digital” se ndo reagirem a privatizacdo da esfera publica pelas plataformas. A
promessa inicial da Internet como espago democratico cedeu lugar a uma nova forma de

colonialismo de dados, concentrando poder econdmico e simbdlico em poucos grupos.
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Enquanto isso, a vida nas redes sociais converte-se em laboratorios reais de experimentacgdes
onde os individuos sdo as “cobaias desavisadas” (Morozov, 2018, p. 102).

Além de seus efeitos economicos e politicos, o poder das Big Techs incide de maneira
decisiva sobre a dimensao social e os direitos fundamentais. Julie E. Cohen (2019) destaca que
a vigilancia constante compromete a autodeterminagao informacional, pois o individuo perde a
capacidade de controlar o destino de seus dados, e a fronteira entre o intimo e o publico se torna
difusa. Para ela, mais do que um estado estatico, a privacidade configura um espago de respiro
frente as pressoes sociais e tecnologicas, permitindo a construgdo da autonomia subjetiva.

Byung-Chul Han (2017), ao tratar da sociedade da transparéncia, acrescenta que a
exposicdo compulsoria e a hiperexibicdo digital produzem sujeitos ansiosos, isolados e
submetidos a um regime de autoexploracdo. A cultura da exposi¢cdo constante, impulsionada
pelas plataformas digitais, encontra ressonancia na critica do autor, para quem a transparéncia
deixou de ser um valor ético vinculado a verdade e passou a operar como um mecanismo de
controle e performance. A obrigatoriedade de estar visivel transforma o sujeito em um objeto
funcional do sistema digital, esvaziando a sua interioridade e autonomia.

Zygmunt Bauman, em didlogo com David Lyon (2013), oferece uma reflexao essencial
ao afirmar que a vigilancia se tornou uma condi¢do permanente e generalizada, cujos efeitos
sdo tao amplos que parecem inevitaveis. Para ele, “a vigilancia moderna ndo tem um centro,
nao tem uma dire¢do Unica; sdo as ervas daninhas do controle social, que crescem em todas as
dire¢des” (Bauman; Lyon, 2013, p. 15).

O monitoramento constante intensifica a sensa¢ao de vulnerabilidade, pois “a perda da
privacidade pode significar a perda do controle sobre a propria vida” (Bauman; Lyon, 2013, p.
17). Assim, a vigilancia liquida nao apenas recolhe dados, mas corréi a autonomia e aprofunda
a inseguranga subjetiva, impondo ao individuo a expectativa permanente de exposi¢do e
avaliagdo.

Essa logica de vigilancia e modulacdo avanga silenciosamente para dentro das casas,
incorporada a objetos comuns que se tornam “inteligentes”. Escovas que monitoram habitos,
sapatos que informam desgaste e eletrodomésticos que registram padrdes de consumo formam
uma rede invisivel de coleta de dados. Cada objeto converte a privacidade doméstica em fonte
de informacao, alimentando um ecossistema de monitoramento continuo que dissolve fronteiras
entre o publico e o intimo (Morozov, 2018, p. 127-128). Zuboff reforca: “A meta agora € nos
automatizar” (2020, p. 19).

Tal processo opera de forma quase invisivel, apoiado em arquiteturas algoritmicas que

aprendem com o comportamento dos usuarios € os induzem a consumir, compartilhar ou
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permanecer conectados. Ao contrario do modelo disciplinar descrito por Foucault, centrado na
coercdo explicita, o capitalismo de vigilancia se apoia na sedugcdo e na promessa de
personalizacdo. O convite a hiperconectividade encobre o custo real: a erosdo da autonomia
individual. “A civilizagdo da informag¢ao moldada pelo capitalismo de vigilancia ira prosperar
a custa da natureza humana e ameagara custar-nos a nossa humanidade” (Zuboft, 2020, p. 395).

A manipulagdo algoritmica ¢ invisivel e continua, e isso compromete a autonomia
individual e fragiliza o exercicio pleno da cidadania. A predi¢gdo comportamental tornou-se o
produto mais valioso das Big Techs. Com andlises sofisticadas, elas preveem quais produtos
serdo comprados, qual candidato politico sera apoiado e qual noticia gerard engajamento. A
inteligéncia artificial € a engrenagem invisivel que conecta dados, desejos e decisdes.

No eixo anterior, evidenciou-se como as Big Techs exercem um poder difuso, capaz de
reconfigurar dindmicas econOmicas, politicas e sociais em escala global. Neste eixo volta-se a
compreender de que modo essa logica de vigilancia e modulagdo se manifesta concretamente
no cotidiano dos individuos.

Para isso, sdo apresentados dados que ilustram a intensidade da exposicao digital no
Brasil, um dos paises com maior taxa de conectividade e permanéncia nas redes sociais. Ao
examinar esses indicadores e os seus reflexos na esfera subjetiva, busca-se também identificar
possiveis caminhos de protecao da autonomia informacional.

Cada interagdo, um clique, um deslizar de tela, uma pausa diante de um video torna-
se insumo para modelos que ndo apenas preveem, mas também moldam comportamentos
futuros. Trazendo especificamente para o contexto das redes sociais, onde a coleta massiva de
dados e a influéncia sobre o comportamento atingem proporg¢des ainda mais expressivas, dados
recentes mostram que o Brasil € um dos paises onde as pessoas passam mais tempo conectadas.

A edicdo do relatorio “Digital 2025: Brasil”, produzido pela We Are Social em parceria
com a agéncia Meltwater, oferece um panorama abrangente sobre os habitos digitais dos
brasileiros. O estudo retine dados estratégicos e comportamentais que ajudam a compreender
como a populacao tem se relacionado com a Internet e as redes sociais (DataReportal, 2025)

Em janeiro de 2025, o Brasil alcangou a expressiva marca de 183 milhdes de usuérios
na Internet, o que representa 86,2% da populagao total conectada, um indicativo claro da forte
insercdo digital no Pais. Embora o crescimento entre 2024 e 2025 tenha sido modesto, com um
acréscimo de 22 mil novos usuarios, esse dado reforca a consolidacao do uso da Internet como
parte essencial da vida cotidiana dos brasileiros. Mesmo diante de uma leve variagao na taxa de

adocgao, que caiu 0,4%, o quadro geral permanece promissor.
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Entre os usuarios com 18 anos ou mais, 136 milhdes estavam ativos nas plataformas,
representando 83,5% da populacdo adulta. Quanto a distribuicdo por género, 55,8% das
identidades pertenciam a mulheres e 44,2% a homens. Além disso, 78,6% de todos os usuarios
de Internet no Pais, independentemente da idade, utilizaram ao menos uma rede social nesse
periodo, um dado que reforga a forga das midias sociais como espagos centrais de interacao,
informacao e expressao.

As plataformas de midias sociais no Pais revelam um alto indice de adesdo. As mais
populares no Brasil incluem WhatsApp (169 milhdes), Youtube (144 milhdes), Instagram
(134,6 milhdes), Facebook (111,3 milhdes), TikTok (98,59 milhdes), LinkedIn (75 milhdes),
Kwai (60 milhdes), Facebook Messenger (56,95 milhdes), Pinterest (37,14 milhdes), X
(Twitter) (22,13 milhoes) e Telegram (21,94 milhdes). Esses aplicativos sdo amplamente
utilizados para comunicagdo, compartilhamento de contetidos e interagdes sociais.

Ainda segundo o relatorio, o tempo médio didrio do brasileiro usando a Internet ¢ de
9 horas e 9 minutos, e isso revela mais do que um comportamento cultural, mas sim uma
dependéncia das redes sociais e dos algoritmos que as controlam.

Essa realidade de hiperconectividade expde individuos a fluxos continuos de
estimulos, publicidade direcionada e processos sutis de influéncia comportamental, revelando
como o capitalismo de vigilancia se alimenta das intera¢cdes ordinarias, convertendo cada gesto
digital em dado monetizavel.

A permanéncia prolongada nas redes ndo apenas revela preferéncias, mas redefine
expectativas subjetivas e relagdes sociais. Byung-Chul Han (2017) adverte que o imperativo da
transparéncia converte a existéncia em espetaculo continuo, corroendo espagos de siléncio e
reflexdo. Tal logica produz sujeitos ansiosos e hiperexpostos, condicionados a validar
constantemente a sua propria relevancia no fluxo informacional. Zygmunt Bauman e David
Lyon (2013) destacam que a vigilancia liquida se infiltra de maneira imperceptivel no cotidiano,
fomentando uma sensacao difusa de inseguranga e vulnerabilidade.

Com a hiperexposicao, tornou-se evidente que os direitos fundamentais, em especial a
privacidade, passam a ser constantemente tensionados. A auséncia de mecanismos efetivos de
protecdo, somada a coleta massiva e silenciosa de dados pelas plataformas, fragiliza a
autodeterminacao informacional e coloca o individuo em posi¢ao de vulnerabilidade frente as
Big Techs. O debate, portanto, ndo se restringe a dimensao tecnoldgica, mas alcanca o nucleo
dos direitos constitucionais ligados a liberdade e a dignidade humana. E justamente nesse ponto

que a doutrina ressalta:
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O imenso espaco virtual, suscitado pela Internet, potencializou as hipodteses de
violagdo de direitos fundamentais, especialmente a privacidade. Deve-se reconhecer
em favor do usuario os direitos de navegar na Internet com privacidade, monitorar
quem monitora, deletar dados pessoais e construir e preservar sua identidade
online.(FACHIN, 2023, P. 61)

A naturalizagdo dessa exposi¢do permanente implica riscos concretos a
autodeterminagdo informacional. Conforme Cohen (2019), a vigilancia pervasiva compromete
a capacidade de formar identidades auténticas e agir com liberdade. Cada dado cedido,
consciente ou inconscientemente, passa a integrar sistemas de inteligéncia artificial que
retroalimentam mecanismos de predi¢cdo, amplificando desigualdades e refor¢ando esteredtipos

comportamentais. Fachin, também expressa:

Cada pessoa tem um direito da personalidade virtual, uma identidade. Na sua trajetéria
de vida, a pessoa constrdi uma identidade propria. No mundo virtual, ela passa a ter
assinatura digital, nome de usuario, senhas e codigos, tais como PIN e TAN. Nao se
trata de escolhas suas, mas de condi¢des para o exercicio de atividades que podem ser
de lazer ou laborais. H4 diversos elementos que podem comp6-la, tais como o nome,
o titulo, a voz e os atos bibliograficos. (FACHIN, 2023, p.51)

Essa constatagdo revela que a protecdo de dados e o controle sobre as proprias
informagdes devem ser compreendidos ndo apenas como garantias legais, mas como condigdes
minimas para a preservagdo da autonomia informacional.

A partir dessa visdo, compreende-se que a privacidade no ambiente digital ndo pode
ser reduzida a um atributo secundario ou meramente formal, mas deve ser entendida como
componente essencial da cidadania na sociedade em rede. Ao reconhecer que o usuario tem o
direito de controlar seus dados, monitorar quem o monitora e construir sua identidade online,
abre-se espago para um novo paradigma de prote¢do juridica que va além da logica do
consentimento abstrato, avancando em dire¢cdo a garantias efetivas de transparéncia e
responsabilizacdo das plataformas

Diante dessa realidade, o ordenamento juridico brasileiro delineia instrumentos
normativos destinados a tutela da privacidade e da liberdade informacional. A Constitui¢ao
Federal de 1988, no artigo 5°, inciso X, assegura a inviolabilidade da intimidade, da vida privada
e da honra. O Marco Civil da Internet (Lei n® 12.965/2014) reconhece a protecao de dados
pessoais como principio fundamental e estabelece diretrizes para o uso responsavel das
informacodes. A Lei Geral de Protegao de Dados Pessoais — LGPD (Lein® 13.709/2018) fortalece

esses direitos ao instituir principios de finalidade, transparéncia e necessidade, impondo limites

ao tratamento indiscriminado de dados.
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Contudo, a efetividade dessas normas enfrenta obstaculos significativos. A opacidade
dos algoritmos, a assimetria de poder entre usuarios e plataformas, e a auséncia de mecanismos
robustos de fiscalizacdo dificultam a concretizacao dos direitos assegurados em lei.

Para reconstruir a autonomia individual e coletiva na sociedade conectada demanda
uma convergéncia de esforgos normativos, pedagdgicos e tecnoldgicos. A transparéncia dos
sistemas de recomendagdo, a responsabilizagdo efetiva das plataformas e a afirmagdo da
privacidade como direito fundamental inegociavel constituem premissas indispensaveis para
que o ambiente digital ndo se torne, em definitivo, um laboratério silencioso de controle e
predi¢do permanente.

Esses casos demonstram que, mesmo em plataformas amplamente utilizadas e com
visibilidade global, os mecanismos de prote¢do sdo insuficientes quando ndo acompanhados de
regulagdo rigorosa, fiscalizagdo técnica e efetiva responsabilizacdo juridica. Conforme analisa
Zuboff (2020, p. 340), o capitalismo de vigilancia prospera em cenarios de assimetria, onde os
usuarios ndo tém clareza sobre o que € coletado nem controle sobre como as suas informagdes
sdo utilizadas. “O poder de moldar comportamentos ¢ maior quando ¢ exercido sem que os
alvos percebam que estdo sendo moldados”, afirma a autora.

A sociedade enfrenta desafios complexos, ¢ um dos mais urgentes ¢ a desigualdade
informacional entre usudrios e plataformas digitais. Enquanto o individuo compartilha dados
sem plena consciéncia de seus desdobramentos, as empresas operam com mecaniSmos
sofisticados de coleta e monetizagao, reduzindo o sujeito a um perfil comercial.

A regulagdo juridica é necessaria, mas no suficiente. E preciso ir além das leis e criar
formas mais eficientes de regulacdo. Isso inclui exigir que as plataformas sejam mais
transparentes sobre o uso de dados, garantir o direito a revisdo de decisdes automatizadas, criar
politicas publicas de educagdo digital e aplicar o principio da “privacidade desde a criagdo”
(privacy by design). Como destaca Shoshana Zuboff, so sera possivel construir um futuro digital
mais justo € humano por meio da “educacao, regulacdo e cooperacao global” (2020, p. 82).

Normas como a LGPD representam avangos importantes, mas a sua efetividade
depende do fortalecimento institucional e da capacidade de fiscalizagdo diante de um ambiente
digital dindmico e globalizado.

A falta de conhecimento da populagdo sobre os seus proprios direitos digitais também
¢ um grande obstaculo. Muitas pessoas ndo sabem como as suas informagdes estdo sendo usadas
nem como se proteger. Isso se agrava com a cultura da exposi¢do constante, em que mostrar
tudo virou sinonimo de pertencimento social. Como apontam Santos, Canavez e Trigueiro

Mendes (2022), “as pegadas digitais estdo em todas as atividades na rede [...] tudo ¢
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constantemente armazenado”. Portanto, a educagdo digital critica torna-se essencial. E preciso
formar cidadaos capazes de compreender os impactos da exposi¢do on-line, da coleta de dados
e da manipulagao algoritmica.

A dimensao transnacional da economia de dados exige ainda cooperacdo global.
Modelos como o General Data Protection Regulation (GDPR) servem de referéncia, mas
precisam ser acompanhados de pactos mais abrangentes que garantam justi¢a informacional e
respeito a diversidade cultural. Também ¢ preciso enfrentar a banalizagdo da intimidade ¢ a
erosao da autonomia individual, intensificadas pela ldgica da hiperexposicao e da performance
digital.

Desse modo, proteger o individuo é mais do que evitar o vazamento de dados. E
garantir que as pessoas tenham liberdade para se expressar, fazer escolhas e viver com

autonomia, mesmo em um ambiente digital cada vez mais controlado por Big Techs.

CONSIDERACOES FINAIS

O percurso desenvolvido ao longo deste trabalho permitiu demonstrar que a
consolidacdo das Big Techs e o avango das tecnologias algoritmicas inauguraram um modelo
de vigilancia difusa e permanente, capaz de reconfigurar praticas sociais, politicas e econdmicas
em escala global. Ao revisitar os conceitos classicos do panoptico e as transformacdes que
levaram a sociedade de controle, evidenciou-se que o poder disciplinar descrito por Foucault
evoluiu para formas de monitoramento mais sutis, flexiveis e integradas a vida cotidiana,
estabelecendo a base conceitual do pandptico digital.

Os dados apresentados no eixo final, relativos ao cenério brasileiro, confirmam a
hipotese central desta pesquisa: o uso continuo de plataformas digitais e a coleta massiva de
dados impactam negativamente a autodeterminagdo informacional e enfraquecem o exercicio
de direitos fundamentais. O Brasil desponta como um dos paises com maior tempo médio de
permanéncia on-line e alto indice de adesdo as redes sociais, o que amplia a exposi¢ao de dados
e potencializa as praticas de vigilancia que, muitas vezes, escapam ao controle e a percepgao
do usuario.

O primeiro objetivo especifico, voltado a identificacdo dos fundamentos historicos e
conceituais do pandptico digital, foi atendido ao demonstrar a passagem da vigilancia
institucionalizada, propria da modernidade disciplinar, para um modelo algoritmico e
descentralizado que transforma a subjetividade em matéria-prima comportamental. O segundo

objetivo, que buscou examinar dados empiricos e praticas atuais de coleta de informacgdes
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pessoais, revelou que a atuacdo das Big Techs consolida um ecossistema de monitoramento
constante, no qual cada interagdo digital se converte em ativo econdmico e instrumento de
modulagdo do comportamento.

Os resultados apontam que a regulacao juridica vigente, ainda que importante, ndao se
mostra plenamente eficaz frente a velocidade e a complexidade do capitalismo de vigilancia.
Instrumentos como o Marco Civil da Internet e a LGPD representam avangos normativos, mas
carecem de mecanismos mais robustos de fiscalizagdo, transparéncia e responsabilizagdo
efetiva das plataformas. Além disso, a cultura da hiperexposi¢ao e a baixa compreensao social
sobre os riscos envolvidos contribuem para o aprofundamento da assimetria entre empresas e
individuos.

A analise realizada confirma que a hipotese proposta ¢ plausivel, a atuagdo permanente
e opaca das grandes plataformas tecnoldgicas efetivamente compromete a autonomia
informacional e a liberdade individual, naturalizando formas de controle que se tornam cada
vez mais complexas de contestar.

Diante desse quadro, a pesquisa conclui que a prote¢do da privacidade e da dignidade
no ambiente digital demanda um esfor¢o coletivo que una regulacdo estatal, participacao
cidada, educacdo critica e iniciativas de cooperagao internacional. Somente com transparéncia
tecnologica, fortalecimento institucional e conscientizagdo social serd possivel limitar os
impactos de um modelo econdmico das Big Techs que, sob a promessa de conveniéncia e

conectividade, ameaga valores democraticos essenciais.
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