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XXXII CONGRESSO NACIONAL DO CONPEDI SAO PAULO - SP
DIREITO, GOVERNANCA E NOVASTECNOLOGIASV

Apresentacdo

O "XXXII Congresso Nacional do CONPEDI" foi realizado entre os dias 26 e 28 de
novembro de 2025. O evento designou um marco de exceléncia académica e colaboracéo
cientifica, reunindo pesquisadores e estudiosos de inimeras areas do Direito.

Destaque especial é ofertado aos artigos apresentados no Grupo de Trabalho intitulado
“Direito, Governanca e Novas Tecnologias — V" (GT-12), os quais demonstraram a
relevancia e a profundidade dos estudos sobre as teméticas investigadas. O Grupo de
Trabalho foi coordenado pelos Professores Doutores Regina Vera Villas Boas (Pontificia
Universidade Catdlica de Sdo Paulo), Vivianne Rigoldi (Centro Universitario Euripides de
Marilia e Lucas Gongalves da Silva (Universidade Federal de Sergipe), os quais propiciaram
aos pesguisadores um espaco privilegiado as apresentacdes e aos debates sobre questdes
fundamentais arespeito do “direito, governanca e novas tecnologias’.

O Grupo de Trabalho recebeu para apreciagéo inimeros artigos de qualidade metodol6gica e
de importéncia critica, entre os quais sdo destacados 0s seguintes titulos: Politicas publicas
sobre inteligéncia artificial: refletindo sobre enviesamento algoritmico e protecéo a direitos;
Vulnerabilidades hiperconectadas. o capitalismo de vigilancia frente as criancas e

adolescentes na sociedade em rede; Tecnologia e liberdade: uma andlise critica da lei n°
15.100/2025 a luz da educagdo em direitos humanos; Autodeterminagdo informativa como
nucleo de protecdo dos direitos fundamentais no ambiente digital; Compliance algoritmico e
LGPD: desafios da governanca de dados na era da inteligéncia artificial; ‘Big Techs e
vigilancia: atorre invisivel do pandptico digital; Pluralismo policontextural digital: por uma
governanca multicéntrica das plataformas; Politicas publicas e governanca digital: a
invisibilidade dos excluidos digitais nos servicos oferecidos pela plataforma gov.br;

Inteligéncia artificial e mediagéo de conflitos; Inteligéncia artificial (ia) e a emergéncia de
um constitucionalismo social minimo; Desafios sociais e juridicos da privacidade e protecéo
de dados na era digital; Dados pessoais de criangas e adolescentes: o poder das ‘big techs ea
(in)suficiéncia dos marcos normativos vigentes em uma economia global de vigilancia;

Dialogo competitivo e inovacdo em infraestrutura digital critica: desafios juridicos na era da
inovagdo; Direito e tecnologia: um estudo acerca da responsabilidade civil do advogado
frente a auséncia de col eta adequada de provas digitais; Politicas publicas, governanca digital
e democracia: desafios da inclusdo digital no brasil e em minas gerais, Do recrutamento ao
poOs-contrato: critérios da LGPD para monitoramento e governanca de dados nas relaces de



trabalho; Inteligéncia artificial no direito: desafios éticos, autorais e juridicos na
modernizacdo das profissdes juridicas, Ciberpolicia e fragmentacdo do direito: o papel da
inteligéncia artificial no novo controle social; A exposicao de criancas nas redes sociais e 0
uso de ‘deepfake’ na producdo de pornografia infantil; O risco da infocracia: como a
inteligéncia artificial e os algoritmos ameacam as liberdades fundamentais e o estado
democratico de direito; A nova resolucdo n.° 615/2025 do conselho nacional de justica:
inovacdo, democracia e sustentabilidade como pilares da regulamentacdo do uso da
inteligéncia artificial no judiciéario brasileiro.

Foram expostos, também, no referido Grupo de Trabalho (GT-12), as pesquisas sob os
titulos: “Educacéo inclusiva, autismo e justica social: reflexdes das vulnerabilidades na
sociedade da informacdo a partir da deducéo integral de despesas educacionais no Imposto de
Renda’ (do GT-8); “Desafios a dignidade humana do imigrante e do refugiado a luz da
Constituicdo Federa brasileira’;

A qualidade dos trabalhos expostos foi admirével, refletindo o alto nivel, a inovacéo
académica e o compromisso dos pesquisadores-autores com a pesquisa académica. As
contribuicbes dos estudiosos trouxeram reflexdes significativas que enriqueceram e
desafiaram os debates sobre a tematica que € atual e contemporanea, designando perspectivas
decisivas do Direito.

O "XXXII Congresso Nacional do CONPEDI", além de consolidar a sua vocacao de canal de
referéncia no cenério académico nacional e internacional, reafirma relevante compromisso
com a exceléncia da qualidade cientifica e da producéo do conhecimento juridico.

Nesse sentido, estéo todos convidados a apreciarem a verticalidade e atualidade dos preciosos
artigos promovidos pelo “XXXII Congresso Nacional do CONPEDI”, por meio de todos os
canais disponiveis pelo Congresso, destacada a presente publicagdo, que propicia uma leitura
integral dos artigos que foram expostos no Grupo de Trabalho “Direito, Governanca e Novas
Tecnologias’.

Agradecemos a todos os participantes, coordenadores e apoiadores por tornarem o evento um
sucesso e, também, por contribuirem para o avanco continuo da pesquisa juridicano Brasil.

Sudacdes dos coordenadores.

Regina Vera Villas Bbas - Professora Doutora da Pontificia Universidade Catdlica de Séo
Paulo



Vivianne Rigoldi - Professora Doutora do Centro Universitério Euripides de Marilia

Lucas Gongalves da Silva - Professor Doutor da Universidade Federal de Sergipe



O RISCO DA INFOCRACIA: COMO A INTELIGENCIA ARTIFICIAL E OS
ALGORITMOSAMEACAM ASLIBERDADES FUNDAMENTAISE O ESTADO
DEMOCRATICO DE DIREITO

THE RISK OF INFOCRACY: HOW ARTIFICIAL INTELLIGENCE AND
ALGORITHMSTHREATEN FUNDAMENTAL FREEDOMSAND THE
DEMOCRATIC RULE OF LAW

LauraCristina De Oliveira L opes
Lidiana Costa de Sousa Trovao

Resumo

O presente artigo nasce de uma inquietagdo diante das transformacdes que a inteligéncia
artificial e os algoritmos vém promovendo na forma contemporanea de poder. Hoje, decisdes
gue antes passavam pelo crivo darazdo e do didlogo humano sdo, cada vez mais, delegadas a
sistemas opacos, capazes de moldar comportamentos, definir prioridades e reconfigurar o
espaco publico sem clareza ou controle democrético. Diante desse cenario, o problema que
orienta este estudo consiste em compreender até que ponto essa automagdo ameaca o nucleo
das liberdades fundamentais e a estrutura do Estado Democratico de Direito. Diante disso, o
objetivo é propor caminhos para uma regulacdo constitucional da inteligéncia artificial que
garanta transparéncia, responsabilidade e respeito a dignidade humana. Para tanto, a pesguisa
adota abordagem juridico-dogmética, de natureza qualitativa e método dedutivo, apoiando-se
em revisdo bibliografica e documental de fontes nacionais e internacionais, em especial a
Constituicao Federal, aLel Gera de Protegdo de Dados, o Regulamento Europeu de Protecdo
de Dados e instrumentos comparados do Canada e dos Estados Unidos. A partir de tais
par@metros, as discussdes mostraram que a opacidade técnica e a concentragdo do poder
informacional impdem riscos reais de discriminacéo, arbitrariedade e eroséo da autonomia
individual. Nesta senda, a protecdo de dados pessoais e o0 direito a autodeterminagéo

informativa surgiram como garantias estruturantes, a exigir mecanismos de explicabilidade,
revisdo humana qualificada, e, contraditorio efetivo. Defende-se, nesse cenario, a

constitucionalizag@o da governanga algoritmica, para que ainovagdo tecnol 6gica caminhe em
consonancia com os direitos basilares.

Palavras-chave: Governanca algoritmica, Poder informacional, Autodeterminagao
informativa, Protec&o de dados pessoais, Constitucionalismo

Abstract/Resumen/Résumé

This article arises from a deep concern about the silent transformations that artificial
intelligence and algorithms have been fostering in contemporary forms of power. Today,
decisions that once passed through the filter of reason and human dialogue are increasingly
delegated to opagque systems, capable of shaping behaviors, defining priorities, and
reconfiguring the public sphere without clarity or democratic oversight. In light of this
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scenario, the central problem guiding this study is to understand the extent to which such
automation threatens the core of fundamental freedoms and the structure of the Democratic
Rule of Law. Accordingly, the objective is to propose pathways toward a constitutional
regulation of artificial intelligence that ensures transparency, accountability, and respect for
human dignity. To this end, the research adopts a legal-dogmatic approach, qualitative in
nature and guided by the deductive method, grounded in a bibliographic and documentary
review of national and international sources, especially the Federal Constitution, the General
Data Protection Law, the European General Data Protection Regulation, and comparative
frameworks from Canada and the United States. Based on these parameters, the discussions
revealed that technical opacity and the concentration of informational power impose rea
risks of discrimination, arbitrariness, and erosion of individual autonomy. In this context,
personal data protection and the right to informational self-determination emerge as structural
guarantees, requiring mechanisms of explainability, qualified human review, and effective
adversarial process. It is argued, therefore, that algorithmic governance must be
constitutionalized so that technological innovation proceeds in harmony with fundamental
rights.

K eywor ds/Palabr as-claves/M ots-clés. Algorithmic governance, Informational power,
Informational self-determination, Personal data protection, Constitutionalism
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1 INTRODUCAO

O interesse por este tema surge de uma inquietagao diante das transformacdes estruturais
promovidas pela inteligéncia artificial e pelos algoritmos nas formas contemporaneas de poder,
decisdo e controle social. Essa preocupagdao ganhou amplitude com a leitura de “Infocracia:
digitalizagdo e a crise da democracia”, de Byung-Chul Han (2022), obra que evidencia como a
digitalizagdo altera a estrutura comunicacional e compromete, de modo silencioso, a esséncia
do debate publico e da liberdade politica. A partir dessa reflexao, emergiu a questao central: até
que ponto a automagao crescente das decisoes publicas, mediadas por sistemas opacos de IA,
ameaga o nucleo das liberdades fundamentais ¢ a integridade do Estado Democratico de
Direito?

Vivemos um contexto em que as fronteiras entre deliberagdo humana e decisdo
automatizada tornam-se difusas. Processos antes guiados pela razdo e pelo didlogo sdo
progressivamente delegados a arquiteturas algoritmicas capazes de processar dados em escala
massiva, redefinindo a gramatica do poder e deslocando o eixo decisério das instituigdes
juridico-politicas para infraestruturas informacionais marcadas por baixa transparéncia e alta
autonomia técnica.

Nesse cenario, ganha relevancia o conceito de infocracia apresentado pelo citado autor
anteriormente, compreendido como regime em que o controle de dados, a curadoria
automatizada de contetidos e a modelagem preditiva de comportamentos passam a condicionar
ou substituir a deliberacdo humana (Chevitarese, 2023). Essa transi¢do amplia assimetrias
informacionais, enfraquece o principio da transparéncia e tensiona o sistema constitucional de
garantias, sobretudo quando algoritmos determinam acesso a direitos, vigilancia estatal e
visibilidade publica, afetando valores como igualdade, devido processo legal, liberdade de
expressdo e autodeterminacdo informativa.

Essa preocupacdo j& encontrou eco na jurisprudéncia constitucional brasileira,
especialmente no julgamento da A¢ao Direta de Inconstitucionalidade n® 6.387, em que o
Supremo Tribunal Federal suspendeu os efeitos da Medida Proviséria n® 954/2020, a qual
determinava o repasse massivo de dados de usuérios de telecomunicagdes ao IBGE. Na ocasido,
a Corte reafirmou que a protecdo de dados pessoais ¢ direito fundamental autonomo,
estruturante do devido processo material informacional, exigindo, para qualquer tratamento
estatal, a demonstracao concreta de finalidade legitima, necessidade estrita e salvaguardas

proporcionais (Brasil, 2020).
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O referido precedente inaugura, no plano judicial, a compreensdo de que a opacidade
técnica e a concentragdo informacional representam riscos constitucionais diretos a liberdade,
a igualdade e a autodeterminacdo dos individuos, fundamentos do Estado Democratico de
Direito. Nesse amago, o objetivo deste trabalho consiste em discutir, a luz do
constitucionalismo brasileiro, em didlogo com o direito comparado, quais sdo os limites,
critérios e salvaguardas constitucionais capazes de orientar o controle juridico de sistemas
algoritmicos que incidem sobre direitos fundamentais e sobre fungdes essenciais do Estado.

Para alcancar o propoésito delineado, adota-se uma abordagem juridico-dogmatica, de
natureza qualitativa, guiada pelo método dedutivo, mediante o qual se parte de premissas gerais
firmadas pelo ordenamento juridico para, por raciocinio légico e coerente, extrair conclusdes
especificas aplicaveis ao objeto de estudo. Conforme leciona Reale (2002), a dogmatica juridica
interpreta o direito positivo de modo sistematico, construindo uma ponte entre o ser normativo
e o dever-ser juridico, assegurando a coeréncia interna do sistema.

Essa estrutura metodologica mostra-se adequada ao tema, pois o método dedutivo
permite derivar solugdes concretas a partir de principios constitucionais e infraconstitucionais,
preservando a hierarquia normativa e a unidade do ordenamento, conforme os postulados da
teoria pura do direito de Kelsen (1998). A natureza qualitativa justifica-se pela necessidade de
uma leitura hermenéutica e valorativa das normas, conforme Gadamer (1999), capaz de captar
a historicidade e a mediacdo interpretativa entre texto e realidade tecnologica.

O corpus da pesquisa compreende atos normativos (Constituicdo Federal de 1988,
Emenda Constitucional n® 115/2022, Lei n°® 13.709/2018 — LGPD), decisdes judiciais
paradigmaticas (ADI 6.387/DF e RE 1.055.941/PR — Tema 990), documentos internacionais
(Regulamento Europeu de Protecdo de Dados, Al Act 2024, Directive on Automated Decision-
Making do Canada, e Al Bill of Rights dos EUA) e atos da ANPD. O recorte temporal abrange
o periodo de 2018 a 2024, marco de consolidagdo normativa e jurisprudencial da prote¢do de
dados e da regulagdo da inteligéncia artificial.

As fontes secundarias incluem doutrinas abalizadas nacionais e estrangeiras sobre
autodeterminagdo informativa, devido processo algoritmico e governanga constitucional da IA,
coletadas em bases cientificas e institucionais, como SciELO, Google Scholar, sites oficiais da
Unido Europeia, ONU, CEPAL e ANPD. A comparagdo juridica ¢ conduzida pelo método
funcional, identificando problemas comuns, como opacidade técnica, discriminagao
algoritmica, déficit de accountability e parametros de contraste, como nivel de coercitividade

normativa, instrumentos de controle e cultura juridica.
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A justificativa académica decorre da lacuna tedrica existente na dogmatica
constitucional quanto a definicdo do estatuto juridico das decisdes automatizadas. Apesar que
os sistemas de inteligéncia artificial estao cada vez mais presentes em esferas decisorias estatais,
ainda se observa o tratamento analdgico com formas tradicionais de agdo administrativa,
mostrando inadequacdo conceitual e normativa. Tal perspectiva ignora as especificidades
técnicas e epistemologicas das infraestruturas digitais e as transformagdes nos padrdes de
racionalidade, publicidade e controle que estruturam o exercicio legitimo do poder publico.
Nesse caminho, a contribuicao desta pesquisa ao estado da arte juridico esta na integragao entre
teoria constitucional e governanga algoritmica, propondo um quadro dogmatico de controle
normativamente que articula principios constitucionais cldssicos a requisitos técnicos

contemporaneos, como explicabilidade, auditabilidade e rastreabilidade.
2 A ERA ALGORITMICA E O NASCIMENTO DA INFOCRACIA

Na atualidade, a infocracia ¢ um novo regime de poder, em que a informacao, concebida
ndo mais como simples instrumento de comunicacdo, mas como infraestrutura ontoldgica e
regime epistémico, sendo o proprio ambiente do ser e do conhecer. Nessa nova configuracao,
as fronteiras entre sujeito, dado e célculo se dissolvem, dando lugar a uma infosfera onlife na
qual os individuos e os sistemas de informacao se coproduzem e se coimplicam, redefinindo os
critérios de existéncia e de validagdo cognitiva (Floridi, 2015).

E nesse cenario que se manifesta a leitura de Byung-Chul Han. Nas palavras do autor:

Chamamos de Regime de Informagéo a forma de dominag@o na qual informagdes e
seu processamento por algoritmos e inteligéncia artificial determinam decisivamente
processos sociais, econdomicos e politicos. Em oposi¢ao ao regime disciplinar, ndo sdo
corpos e energia que sdo explorados, mas informagdes e dados. Nao ¢é, entdo a posse
de meios de produgdo que ¢ decisiva para o ganho de poder, mas o acesso a dados
utilizados para vigilancia, controle e progndstico do comportamento humano (Han,
2022, p. 7).

Nesse horizonte, os dados ja ndo tdo-s6 descrevem o real, posto que sdo operadores
performativos que o formam, ao converter “ser” em “ser processavel” e “saber” em capacidade
de atualizar estados informacionais. Ou seja, trata-se de um giro material-informacional em que
dispositivos de coleta e inferéncia incorporam, na forma de métricas, modelos e classificacoes,
decisdes normativas sobre relevancia, risco e valor, deslocando gradualmente o centro de
gravidade da legitimagdo social para arquiteturas técnico-informacionais (Hildebrandt, 2020).
Ao mesmo tempo, a expansdo do extrativismo de dados amplia o escopo de apropriagdo das

interacdes cotidianas e dos vinculos sociais, criando assimetrias estruturais de poder tipicas de
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um “colonialismo de dados”, por meio do qual a interconexao se converte em regime de captura
e predi¢ao (Crawford, 2021).

Esse processo ¢ acompanhado por uma elevagao da transparéncia técnica a principio
ordenador, frequentemente compreendida como solugdo suficiente para a accountability
algoritmica, embora a literatura aponte limites epistemologicos e politicos do ideal de “ver para
controlar” em sistemas opacos por design e distribuidos em cadeias sociotécnicas (Ananny;
Crawford, 2018). No plano macro, a plataformizacao reorganiza a circulagao simbolica e os
mecanismos de visibilidade publica, subordinando a formagdo de relevancia a logicas de
curadoria e ranqueamento que operam em tempo real e segundo métricas de engajamento, com
efeitos na composi¢ao do espaco publico e na mediagao Institucional (Van Dijck; Poell; Waal,
2018).

A racionalidade informacional que dai surge aproxima-se do que Rouvroy e Berns
(2013) descrevem como governamentalidade algoritmica, isto ¢, uma forma de governo
ancorada na antecipagao estatistica de condutas, em que normatividade e calculo se misturam,
substituindo processos deliberativos tradicionais por mecanismos de predi¢ao e automatizacao
decisoria. Trata-se de uma racionalidade que redefine a autoridade e a legitimidade na era
digital, deslocando o eixo da decisdo do campo discursivo para o dominio dos dados e dos
modelos matematicos.

Nessa perspectiva, Licinio C. Lima amplia o debate ao demonstrar que a racionalidade
weberiana, fundada na legalidade e na previsibilidade normativa, encontra-se hoje tensionada
por novas modalidades de dominacdo racional-legal-informacional, nas quais a autoridade se

inscreve nos proprios sistemas de célculo e controle. Segundo o autor:

Essas sdo algumas das situagdes em que a dominagdo racional legal teorizada por
Weber podera vir a ser articulada com novos padrdes de racionalidade, a ceder o
protagonismo a modalidades hibridas de dominag&o racional-legal-informacional ou,
no limite, a sofrer processos de transformagéo em direcdo a uma racionalidade formal
ja digitalmente imposta, até porque inscrita no amago da ciberburocracia — ou seja,
uma racionalidade informacional que se exprime pela produgdo, a gestdo e a
representacdo de dados em grande escala, em busca da otimizagdo continua, passando
a favorecer as evidéncias e a enumeragdo e a quantificagdo de factos, em prejuizo das
dimensdes narrativas e hermenéuticas contextualizadas (Lima, 2021, p. 10).

Em chave critico-politica, a promessa emancipatoria da comunicacao instantanea cede
lugar a um governo orientado por eficiéncia, predicao e vigilancia difusa, no qual a opinido
publica se fragmenta em enxames comunicacionais sem narrativas partilhadas nem processos

de formacdo da vontade, convertendo a transparéncia em dispositivo de otimizacdo e
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economizagdo do tempo, do afeto e da aten¢do, tragos definidores do regime infocratico (Han,
2018; Han, 2022).

No interior dessa transformacao, o poder informacional se organiza pela capacidade de
formar redes, programar seus codigos e comutar fluxos, razdo pela qual o dado atua
simultaneamente como meio de coordenag¢ao, dispositivo de predi¢ao e instrumento de controle
social, reescrevendo rotinas, preferéncias e trajetorias de interacdo em escalas capilares e
globais. Nessa gramatica, quem domina os nds estratégicos e os protocolos de circulagao
controla a estrutura de possibilidades de agdo, convertendo a comunicacao em mecanismo de
governo das probabilidades do comportamento (Castells, 2010).

A denominag¢do “infocracia” destaca a subsung¢do da politica ao regime informacional,
no qual a legitimidade deriva da eficiéncia operacional e da capacidade de vigilancia preventiva,
e nao da deliberagdo publica ou de procedimentos discursivos de validagdo. Nessa ordem, a
visibilidade torna-se critério de veridic¢do e a quantificacdo converte a qualidade do comum
em sinal mensurado, deslocando o juizo critico para indicadores de performance e para a crenga
de que os dados “falam por si” (Han, 2022). Com isso, a semantica algoritmica simplifica a
ambivaléncia do conflito politico ao converté-lo em problema de otimizagdo, de modo que a
fricgdo do dissenso ¢é substituida pela fric¢ao reduzida da navegacgdo, ¢ a divergéncia, pela
convergéncia induzida de trajetorias de consumo e de informagao.

Esse deslocamento aparece com nitidez quando se contrapdem racionalidade técnica e
racionalidade comunicativa. Enquanto o agir estratégico instrumentaliza a linguagem para
alcancar fins e reduzir custos de transagdo, o agir comunicativo funda a legitimidade na forga
nao coercitiva do melhor argumento e na orientagdao ao entendimento. Na era algoritmica, a
prevaléncia do primeiro captura o espaco publico por interfaces e métricas que recompensam
eficacia e engajamento, substituindo pretensdes de validade por sinais de relevancia calculada,
0 que muda a propria gramdtica da autoridade (Habermas, 2012). Outrossim, a colonizagdo
informacional do mundo da vida estd presente quando as estruturas de reconhecimento
reciproco se dao por intermediagdes de plataformas que, ao formatar atencao e expressividade,
tornam residuais os processos reflexivos de justificacdo e ampliam a assimetria entre opacidade
técnica e exposicdo subjetiva.

Nessa perspectiva, a sociologia da automacao evidencia que as logicas algoritmicas sao
internalizadas como habitos perceptivos e afetivos, por meio de sistemas de recomendagao,
curadorias invisiveis e testes A/B permanentes, fazendo do cotidiano um laboratério de
plataforma em que a modulagdo de condutas se d4 por captura psiquica, retroalimentagdo e

otimizacdo comportamental. Desse modo, produzem-se subjetividades performativas
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orientadas a métricas, em que o valor de si ¢ continuamente aferido por sinais de visibilidade e
por pontuagdes que induzem rotinas de autoaperfeicoamento sem reflexdo publica sobre as
finalidades do aperfeicoamento (Bruno; Bentes; Faltay, 2019).

A tal dindmica soma-se uma racionalidade de amplificacdo informacional, na qual a
intervengdo sobre fluxos e intensidades substitui o controle direto, ampliando a
desintermediagao simbdlica e dissolvendo os antigos mecanismos de filtragem que sustentavam
ritmos de interpretacao e pausas criticas (Salviano, 2022).

O resultado ¢ uma esfera publica rarefeita, atravessada por camaras de eco e circuitos
de confirmagdo que, ao modularem a relevancia e a visibilidade, reestruturam a publicidade do
argumento em termos de aderéncia algoritmica, corroendo as mediagdes discursivas que
sustentavam a circulagdo de razdes e a formagdo de juizos comuns (Ferreira, 2022). Nessa
ambiéncia, a logica de filtragem automatizada passa a mediar a experiéncia cognitiva e
informacional dos individuos, delimitando o campo do visivel e condicionando o acesso a
pluralidade de perspectivas.

Sobre essa dinamica de curadoria invisivel e de constru¢@o personalizada da realidade
digital, Ende e Oliveira (2020) alertam que a a¢do algoritmica promove um estreitamento da
percepgao e fragmenta o espago publico informacional, criando ambientes individualizados que
reforgcam crengas e preferéncias, muitas vezes sem o conhecimento ou consentimento dos

usuarios. Nos ensinamentos dos autores:

A atuagdo algoritmica descrita causa um estreitamento na percepgdo da realidade e do
total de informagdes presentes na web, de modo que um individuo veja uma parcela
da internet diferente das outras pessoas ¢ que esta seja moldada conforme sua
personalidade. Tudo isso ocorre de forma opaca, sendo que o usuario médio sabe
muito pouco sobre a existéncia e a abrangéncia da delimitagdo que ¢ feita para si, e
menos ainda sobre os motivos por que isso ocorreu, mantendo uma crenga geral na
imparcialidade e neutralidade das plataformas (Ende; Oliveira, 2020, p. 22-23).

A crise de representagdo politica, nesse contexto, decorre da transferéncia paulatina da
autoridade decisdria para diagramas operacionais que se legitimam pela promessa de eficiéncia
e por regimes de dados que naturalizam as decisdes como produto inevitavel de diagnosticos
objetivos. Surge, com isso, um tecnopoder distribuido em infraestruturas, modelos e protocolos,
cuja centralidade se localiza em arquiteturas e rotinas que geram efeitos de governo sem
produzir explicitamente decisdes reconheciveis como politicas (Corréa; Cocco, 2024).

A genealogia desse regime ilumina sua novidade relativa, em que a dominagao racional-
legal, fundada em normas gerais, competéncias e previsibilidade procedimental, presumia uma

esfera formalizada de imputagdo e um quadro de publicidade no qual as decisdes, ainda que
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tecnicizadas, poderiam ser justificadas por razdes universalizaveis (Weber, 1999). Na
infocracia, a racionalidade ¢ processual e preditiva, deslocando a imputagdo para operacdes
opacas cuja legitimidade repousa no sucesso da previsao e na estabilidade dos sistemas.

O biopoder, por sua vez, orientava-se a gestao das populagdes por meio de dispositivos
de seguranca e normalizagdo, operando sobre regularidades e curvas de probabilidade
(Foucault, 2008). A governamentalidade algoritmica retoma e atualiza esse diagrama, porém
agora em tempo real, comprimindo a distancia entre medigdo e intervencao e instaurando um
modo de governo que regula pela personalizagao massiva e pela modulagdo continua do risco.
Nesse cenario, o infopoder difuso distribui competéncia de orientagdo nos proprios dispositivos
de classificagcdo, de modo que a capacidade de governar coincide com a capacidade de fazer ver
e de fazer crer por meio de evidéncias calculadas, cuja autoridade repousa na positividade dos
dados e em sua onipresenga operacional (Evangelista, 2023).

A ontologia informacional torna-se, nessa toada, regime politico quando a produgao de
mundo por dados converte o espaco do comum em grafo de correlagdes e o tempo da
deliberagdao em laténcia de processamento. A politica transforma-se em administracdo de
intensidades e em engenharia de atencdo, reduzindo a incerteza pela via da predicdo e
expandindo a obediéncia pela via da conveniéncia, em um quadro no qual a eficiéncia se torna
principio legitimador e a transparéncia se confunde com exibicionismo de métricas, sem que a
justificativa publica das finalidades seja sequer demandada (Han, 2022). Nesse sentido, como

observa Vinicios Souza de Menezes:

[...] arepresentacdo ¢ um operador ontolégico informacional de colonizagdo’, pois dar
a forma a algo implica submeter a diferenca as condi¢des de inteligibilidade impostas
pela racionalidade técnica, reproduzindo, sob a aparéncia de neutralidade, o gesto de
exclusdo do diverso que sustenta a propria colonialidade do saber (Menezes, 2021, p.
6).

Ao mesmo tempo, a experiéncia onlife naturaliza a equivaléncia entre o real e o
computavel, tornando plausivel que o julgamento pratico ceda espago aos resultados do célculo,
com o que se consolida um estilo de governo que opera por externalidades informacionais
internalizadas como habitos, reacoplando subjetividades e infraestruturas sem instancias
intermediarias capazes de refletir sobre fins (Floridi, 2014).

Diante desse cenario, ¢ perceptivel que a infocracia ¢ um novo paradigma politico-
normativo, em que o poder se exerce pela administragdo de dados e pela predigao de
comportamentos, assim, deslocando o centro da deliberagdo publica para infraestruturas
informacionais e tensionando os proprios fundamentos da racionalidade juridica e democratica,

impondo novos desafios a tutela das liberdades e a preservacao da dignidade humana. Dessa
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maneira, compreender as implicagdes constitucionais dessa ordem ¢ passo necessdrio para
restabelecer o equilibrio entre inovagdo, autonomia e direitos fundamentais, tarefa que se torna

basilar no topico que segue.

3 INTELIGENCIA ARTIFICIAL E DIREITOS FUNDAMENTAIS: TENSOES,
RISCOS E LIMITES CONSTITUCIONAIS

Partindo das transformacgdes estruturais da era algoritmica e do advento da infocracia, ¢
imperativo verificar na literatura e doutrina como essa nova racionalidade informacional
repercute na arquitetura constitucional brasileira, especialmente no que concerne a protecao da
privacidade, dos dados pessoais e das demais liberdades fundamentais. Ao projetar o calculo
sobre a esfera decisoria e submeter a autonomia a ldgicas de predi¢ao, a inteligéncia artificial
impde limites ao exercicio dos direitos, demandando uma leitura renovada do texto
constitucional e de seus principios estruturantes.

Inicialmente, a protecdo constitucional da privacidade e dos dados pessoais projeta-se
como condi¢do de possibilidade das liberdades individuais, pois a inviolabilidade da
intimidade, da vida privada, da honra e da imagem, conjugada ao reconhecimento autonomo da
protecdo de dados no art. 5°, inciso LXXIX, estabelece um nticleo normativo que limita a coleta
e o tratamento informacional pelo Estado e por particulares, assegurando ao titular controle
juridico sobre o ciclo de vida de seus dados e preservando a autodeterminacdo da personalidade
na ordem democréatica (Brasil, 1988).

Nesse espectro, no ambito jurisprudencial, o STF consolidou parametros de
proporcionalidade e controle no tratamento de dados pessoais, ao julgar o Tema 990 da
Repercussao Geral (RE 1.055.941/PR). A Corte reconheceu a constitucionalidade condicionada
do compartilhamento de relatérios da Unidade de Inteligéncia Financeira (UIF) e da Receita
Federal com o6rgdos de persecu¢do penal, dispensada a autorizagdo judicial, desde que
observados limites claros, finalidades legitimas, rastreabilidade e responsabilizagao
institucional. O precedente demonstra que a transferéncia e o cruzamento de dados s6 sdo
compativeis com a Constituicdo quando permeados por trilhas auditaveis e mecanismos de
accountability, que permitam aferir o nexo entre a coleta, o uso e a finalidade publica declarada
(Brasil, 2019).

Ja a Lei n® 13.709/2018 desdobra esse comando em bases legais, principios e direitos
dos titulares, estruturando deveres de finalidade, adequagdo, necessidade, transparéncia e

responsabilizacdo, de modo a converter a protecio de dados em garantia instrumental de
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liberdade e ndo em mera técnica de compliance, com incidéncia transversal sobre setores
publicos e privados (Brasil, 2018).

Em dialogo comparado, o Regulamento (UE) 2016/679 positivou padroes de
minimizagdo, limitacdo de proposito, accountability e restrigdo a decisdes exclusivamente
automatizadas com efeitos juridicos, conformando parametro interpretativo que reforga a
contencao do poder informacional e a centralidade do titular no processo decisorio algoritmico
(Unido Europeia, 2016). Nesse enquadramento, a fungdo protetiva de dados pessoais opera
como clausula de interdigdo a vigilancia nao justificada e como técnica de equalizagcdo de
assimetrias informacionais, recolocando a liberdade como faculdade de dispor, opor-se e
recompor trajetorias informacionais a luz da dignidade constitucionalmente assegurada (Bioni,
2019).

A autodeterminacdo informativa surge, nessa toada, como direito fundamental que
desloca a tutela da intimidade de uma proteg¢do defensiva para um regime ativo de governo
juridico da informacgao, impondo requisitos materiais e procedimentais ao tratamento, tais como
bases legitimas, consentimento qualificado, transparéncia, acesso, retificacdo, eliminacdo e
oposicao, além de controles sobre perfilamento e decisdes automatizadas dotados de
justificativa publica verificavel (Doneda, 2019).

Sobre isso, Bruna Pinotti Garcia Oliveira esclarece que:

[...] o direito & autodeterminagdo informacional tem sido como pedra de toque da
protecdo de dados pessoais, inclusive sendo assim reconhecido pela Suprema Corte
alemd — o poder do individuo de deliberar sobre a divulgagao de seus dados pessoais,
escolhendo a quem serdo divulgados e com quais finalidades pode ser usado. A
transformagdo dos modos de coleta e processamento de dados pessoais com a
informatizagdo se apresenta como um desafio ao direito a autodeterminagdo
informacional. Os dados sdo a fonte da maioria dos servigos prestados pela internet e,
de tal modo, parece ser cada dia mais distante uma separagao entre a prote¢do de dados
€ 0 acesso a internet, por diversos motivos [...] (Oliveira, 2020, p. 167).

Sob a dogmatica constitucional, esse direito densifica o conteudo da liberdade e da
dignidade, ao exigir que a intervengdo de terceiros sobre tracos identitarios, preferéncias e
padrdes de conduta seja juridicamente motivada e auditdvel, com subordinagdo do
processamento a critérios de proporcionalidade e preservacdo da identidade informacional
como expressao do livre desenvolvimento da personalidade (Sarlet, 2018). Nessa perspectiva,
a equivaléncia funcional entre habeas data e autodeterminacdo informativa articula
instrumentos de acesso e correcdo com garantias de governanga do fluxo de dados, o que
impede a naturalizagao de assimetrias técnicas e reitera o devido processo material de decisdes

que se valham de inferéncias probabilisticas sobre o individuo (Mendes, 2018).
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Segundo a doutrina de Zuboff (2019), o avango de infraestruturas de captagdo,
correlacdo e predicdo de comportamentos criou um risco de vigilancia estrutural que tende a
transformar a intimidade em dado permanentemente observavel, erodindo a esfera privada por
meio de uma transparéncia compulsoria que converte a experiéncia subjetiva em insumo
operativo de plataformas e bases analiticas.

No plano da igualdade e da ndo discriminagdo, a modelagem estatistica e o aprendizado
de maquina podem incorporar proxies € vieses em etapas de construgdo, treino e aplicagao de
modelos, com efeitos desiguais sobre grupos historicamente vulnerabilizados em crédito,
trabalho, saude, seguranca e justica, ainda que ausente inten¢ao discriminatdria explicita, o que
exige filtros normativos que confrontem o impacto material das decisdes e instituam obrigacdes
de mitigacdo incorporadas ao ciclo de desenvolvimento e uso de sistemas automatizados
(Barocas; Selbst, 2016).

A incidéncia dos direitos dos titulares e dos principios de finalidade, adequacao e
necessidade funciona, assim, como matriz de controle ex ante e ex post, exigindo demonstra¢ao
de pertinéncia entre a finalidade declarada e as varidveis empregadas, com vedagdo a
correlagdes espurias que desloquem a avaliagcao de mérito para caracteristicas sensiveis ou seus
equivalentes estatisticos. Como desdobramento civil-constitucional, a tutela da personalidade
impde que classificagdes automatizadas nao reduzam o individuo a categorias opacas de risco,
sob pena de afronta a igualdade material e a vedagao de discriminagdes indiretas que se valem
de estruturas técnico-informacionais para reproduzir exclusdes (Tepedino, 2020).

A liberdade de expressdo e o pluralismo informacional sdo tensionados quando a
curadoria automatizada organiza o ambiente cognitivo a partir de relevancia calculada,
produzindo enclaves epistémicos, reduzindo a exposi¢do ao dissenso € ampliando a plasticidade
do discurso as logicas de segmentagdo e engajamento, o que compromete as condi¢cdes de
circulacdo de razdes e formacgao de preferéncias em uma esfera publica aberta (Sunstein, 2017).
Esse cenario reclama a leitura da publicidade constitucional como exigéncia de transparéncia
estrutural dos critérios de recomendacao e ordenagdo, a fim de que a arquitetura informacional
ndo se converta em mecanismo de manipulagdo silenciosa das agendas e da visibilidade
discursiva em detrimento da diversidade e do contraditério socialmente relevante (Barroso,
2019).

Sofia Caseiro explica que:

As grandes empresas tecnologicas que fazem a utilizagdo dos nossos dados pessoais
para fins comerciais nao nos querem explicar o fazem alegando o segredo comercial;
por outro lado, o facto de estarmos perante mecanismos operacionalizados por
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inteligéncia artificial, torna a compreensdo técnica de como os nossos dados sdo
tratados complexa para o utilizador comum. A utilizagdo da inteligéncia artificial,
pode também levar a fendmenos de preconceito induzido (“algorithm bias”), em que
chegamos ao ponto de a maquina, pelos dados iniciais que introduzimos, comegar a
produzir decisdes discriminatorias [...] (Caseiro, 2019, p. 137-138).

O devido processo algoritmico traduz, em chave constitucional, o feixe de garantias
indispensaveis para decisdes mediadas por sistemas de inteligéncia artificial, compreendendo
transparéncia sobre a logica decisoria, explicabilidade calibrada ao risco, possibilidade de
revisdo humana qualificada e direito de contestacdo com contraditorio efetivo, prazos e acesso
as informagdes necessarias para reconstrug¢ao da racionalidade empregada e verificagao de sua
validade juridica (Hildebrandt, 2018).

O marco normativo impde, ademais, limites a decisdes exclusivamente automatizadas
com efeitos juridicos relevantes, exigindo informagdo clara sobre a existéncia do
processamento € sobre seus critérios essenciais, de modo a preservar a estrutura do Estado de
Direito, a motivacdo publica e a integridade das garantias processuais fundamentais que
impedem a opacidade como forma de exercicio de poder.

A reducdo da pessoa a um vetor probabilistico, tipica do perfilamento comportamental,
tensiona o nucleo da dignidade ao deslocar a autodeterminacao informativa para um regime de
inferéncias opacas que passam a estruturar qualificacdes de identidade, reputagdo e
merecimento, com efeitos concretos em crédito, trabalho, satde e acesso a servigos. A doutrina
brasileira tem insistido que o direito fundamental a protecdo de dados articula-se,
normativamente, com a dignidade e com o livre desenvolvimento da personalidade, objetivando
prevenir essa reificagdo do sujeito por classificagdes generalizantes que ndo o reconhecem
como fim em si mesmo (Sarlet; Saavedra, 2020).

Nesse horizonte, a eficacia horizontal dos direitos da personalidade impde freios
materiais a atuagao de particulares quando o tratamento de dados impacta esferas existenciais
e posicdes juridicas de terceiros, exigindo que a racionalidade estatistica ndo se sobreponha a
consideracdo da pessoa concreta. Luiza Schiavon Girolimetto e Cleber Sanfelici Otero

exemplificam essa questdo:

Para ilustrar, pode ser citado o caso da Google Photos, que utilizava a tag “Gorila”
para identificar fotos de jovens negros, bem como o de aplicativos de selfies em que
se comparava os mais altos padrdes de beleza apenas com mulheres brancas [...].
Outro exemplo que evidencia a necessidade de se atentar para a construgdo e a
atividade algoritmica é o uso de sistemas automaticos para analise de curriculo, dado
que ja houve a preferéncia por candidatos com nomes tipicamente atribuidos a pessoas
brancas americanas, como Brendan ou Emily, em detrimento daqueles tipicamente
afro-americanos, como Lakisha e Jamaal [...] (Girolimetto; Otero, 2024, p. 95).
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No plano dogmatico, a autodeterminagdo informativa, tal como consolidada na tradi¢do
alema e recebida entre nos, ndo se esgota em consentimentos formais, pois reclama condigdes
de compreensdo, contestacao e reversibilidade de usos de dados, sobretudo em contextos
sensiveis, sob pena de esvaziar o proprio status de titular (Mendes, 2020).

A experiéncia comparada reforca essa leitura. O GDPR resguarda um direito a ndo se
sujeitar a decisOes baseadas exclusivamente em tratamento automatizado, inclusive
perfilamento, com efeitos juridicos ou semelhantes, condicionando sua admissibilidade a
salvaguardas como interven¢ao humana qualificada, possibilidade de contestagdo e explicagdes
acessiveis (art. 22 e Recital 71), diretrizes concretizadas pelo antigo WP29 e hoje acolhidas
pelo EDPB em orientagdes especificas sobre profiling e decisdes automatizadas.

Ao sublinharem a necessidade de envolvimento humano expressivo, esses parametros
apresentam um padrao de controle que contrasta com arquiteturas decisorias que operam como
“caixas-pretas” e convertem incertezas em certezas normativas sem espago para resposta
individualizada. No mesmo sentido, a doutrina internacional contemporanea evidencia o
descompasso entre direitos tradicionais de acesso, retificacdo e oposicdo e a governanga de
inferéncias derivadas, propondo limites materiais as “inferéncias de alto risco” justamente para
proteger dignidade e igualdade (Wachter; Mittelstadt, 2019).

No Brasil, a LGPD densifica essa fun¢do garantistica, posto que, além dos principios ja
citados anteriormente, assegura ao titular o direito de solicitar revisdo de decisdes tomadas
unicamente com base em tratamento automatizado, bem como informacdes claras e adequadas
sobre os critérios e procedimentos utilizados (art. 20), arrimo normativo que vem sendo
mobilizado pela doutrina recente para conter vieses algoritmicos nas relagdes de trabalho e
exigir accountability técnica e juridica dos agentes de tratamento.

Em clave regulatoria, estruturas contemporaneas de gestdo de risco em IA também
convergem para a centralidade de salvaguardas de direitos, com énfase em governanga do ciclo
de vida, avaliacao de impacto e supervisao humana efetiva em cenarios de alto potencial lesivo.
Logo, a protecao de dados cumpre sua fungdo garantistica quando assegura controle substancial
do titular sobre usos que afetam sua trajetoria existencial, evitando que inferéncias estatisticas

substituam, sem contraditorio nem personalizac¢do, o reconhecimento juridico devido a pessoa.

4 GOVERNANCA CONSTITUCIONAL DA INTELIGENCIA ARTIFICIAL:
PERSPECTIVAS COMPARADAS E CAMINHOS PARA O MODELO BRASILEIRO
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Segundo a doutrina contemporanea, sobretudo a internacional, a efetividade de uma
governanga algoritmica comparada exige a transposicdo do dominio técnico para a esfera
juridica, de modo que a linguagem da engenharia se converta em deveres vinculantes orientados
por valores constitucionais.

Essa transformagdo mostra que o controle sobre a inteligéncia artificial ndo se resume a
adocao de medidas técnicas de mitigagdo de riscos, pois demanda a constru¢do de um programa
de justificabilidade publica, no qual cada fase do ciclo de vida dos sistemas automatizados
esteja impregnada de obrigacdes normativas de prevencdo, fundamentagdo, verificacdo e
corre¢do. Essa estrutura, assentada em uma teia de responsabilidades compartilhadas entre
projetistas, operadores e autoridades, garante a rastreabilidade e a auditabilidade das decisdes
automatizadas e reafirma a primazia da pessoa humana enquanto sujeito de direitos,
resguardando sua capacidade de autodeterminacdo e de participagdo no espago publico
decisoério (Binenbojm, 2020).

Na Uniao Europeia, o A Act simboliza o amadurecimento dessa passagem da técnica a
normatividade juridica, convertendo o risco em categoria de direito e a responsabilidade em
elemento estruturante da regulacdo. Ao estabelecer uma arquitetura escalonada de deveres
conforme o grau de risco, o regulamento impde a observancia de documentagdo técnica,
governanga de dados, registro publico, avaliagdes continuas e san¢des proporcionais.

Ao exigir que os sistemas de alto risco operem sob constante analise publica, o modelo
europeu corrobora com a coeréncia entre autonomia tecnologica e controle democratico,
construindo um ambiente juridico em que a inovagao se subordina a legitimidade e a dignidade.
Trata-se de uma forma de institucionalizar a prudéncia, assegurando que a liberdade se realize
sob condi¢des de seguranca, igualdade e previsibilidade (Unido Europeia, 2024).

O caso canadense, por sua vez, insere-se em uma tradi¢do de governanga procedimental
e participativa, em que a Directive on Automated Decision-Making criou a Avalia¢do de
Impacto Algoritmico (Algorithmic Impact Assessment), classificando os sistemas segundo
niveis graduais de impacto. Essa gradacdo ¢ um instrumento juridico que densifica a
racionalidade administrativa, conferindo ao principio da publicidade uma dimensdo operativa,
em que cada nivel de risco demanda uma medida correspondente de transparéncia, testes e
revisao humana.

O Estado, nesse modelo, atua como regulador e guardido da legitimidade, assegurando
que a automacao nao obscureca o dever de motivar e justificar decisdes publicas. Com isso, 0
direito de contestagdo torna-se elemento constitutivo da legalidade, expressdo da racionalidade

democratica e garantia de que a decisdo, ainda que mediada por algoritmos, permaneca um ato
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de vontade publica e ndo um reflexo cego da técnica (Treasury Board of Canada Secretariat,
2019).

Nos Estados Unidos, o cenario mostra uma orientagdo liberal e pragmatica, ancorada
em instrumentos de soft law, como o NIST Al RMF ¢ o Blueprint for an Al Bill of Rights, que
estimulam uma cultura de prudéncia ética e responsabilidade organizacional. Embora
promovam boas praticas e incentivem padrdes de diligéncia, esses instrumentos carecem de
densidade coercitiva, o que faz com que a regulacdo se apoie mais em compromissos
reputacionais do que em garantias juridicas.

Essa arquitetura normativa fragmentada espelha a 16gica de um mercado autorregulado,
no qual a liberdade ¢ compreendida predominantemente como auséncia de interferéncia estatal.
Contudo, quando transposta para o dominio da inteligéncia artificial, essa concep¢do pode
permitir que a eficiéncia técnica se sobreponha ao dever de justifica¢do publica, convertendo o
poder informacional em instrumento de dominagdo simbdlica. O resultado ¢ a formagao de uma
“infocracia de mercado”, na qual os contratos e a ética empresarial substituem a lei como fonte
de legitimidade, esgarcando o tecido normativo que sustenta a confianca publica e a igualdade
de condicdes entre os sujeitos (NIST, 2023).

Conforme apontam Edwards e Veale (2017), o dever de justificar, ao invés de apenas
explicar, traduz o imperativo de tornar o poder compreensivel, comunicavel e, portanto,
controlavel, conferindo concretude a principios estruturantes do constitucionalismo
democratico, como o contraditorio, a publicidade e a motivagdo, a0 mesmo tempo em que
protege a autonomia moral dos individuos diante de decisdes automatizadas.

Na América Latina, e especialmente na Argentina, a governanca algoritmica estd em
fase embriondria, marcada por declara¢des de principios e valores, porém, desprovida de
instrumentos auditaveis, sangdes proporcionais e mecanismos de enforcement efetivo. A
auséncia de uma institucionalidade juridica consolidada e de uma coordenacdo interagencial
compromete a capacidade dos Estados de impor padroes minimos de transparéncia e
responsabilidade. Nesse contexto, a assimetria entre grandes plataformas digitais e governos
nacionais ¢ uma questdo de soberania informacional, pois a caréncia de instrumentos de
controle transfere o poder de decisdo para atores privados, cujas légicas de acdo ndo
necessariamente se alinham com o interesse publico (CEPAL, 2024).

Essa lacuna normativa produz um ambiente de vulnerabilidade cidada, no qual a
promessa de inovacdo se converte em risco de exclusdo, refor¢ando desigualdades e

fragilizando a efetividade de principios como legalidade, publicidade, igualdade e participacao,
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Sob uma perspectiva sociologica, essa diversidade de arranjos reflete distintas
concepgdes de racionalidade juridica e politica. A Europa, ao privilegiar a precaugdo ¢ a
protegao coletiva, aproxima-se daquilo que Ulrich Beck (1992) denomina “sociedade do risco”,
na qual o direito atua como instrumento de antecipagdo e contengdo de danos decorrentes da
modernidade tecnologica. A governanga preventiva traduz uma forma de “modernizacao
reflexiva”, na qual a liberdade s6 ¢ possivel dentro de um quadro institucional que reconhece a
vulnerabilidade como elemento constitutivo da cidadania contemporanea. No caso canadense,
a énfase no dialogo e na participagdo ecoa o paradigma habermasiano da “a¢do comunicativa”
(Habermas, 1984), segundo o qual a legitimidade democratica deriva da capacidade das
institui¢cdes de incorporar o discurso racional e inclusivo dos cidadaos.

Diferentemente, o modelo norte-americano, ao confiar na autorregulagdo ética e na
liberdade contratual, expressa a tradi¢ao liberal weberiana de racionalidade formal, pautada na
previsibilidade das normas e na autonomia dos agentes (Weber, 1999). Contudo, essa
racionalidade instrumental pode converter-se em fator de exclusdo, ao privilegiar agentes
econdmicos com maior poder de barganha e acesso a recursos técnicos, o que agrava as
desigualdades estruturais. J4 na América Latina, o déficit institucional e normativo pode ser
interpretado a luz da teoria da dependéncia e da modernidade periférica (Santos, 2000), que
mostra como a incorporagado acritica de tecnologias e modelos regulatérios estrangeiros tende
a reproduzir assimetrias globais, ao invés de promover um desenvolvimento autonomo e
socialmente justo.

No Brasil, essa virada hermenéutica encontra respaldo na dogmatica constitucional, que
consagra a motivagdo como requisito de validade do ato administrativo e a andlise de
consequéncias como elemento da racionalidade decisoria. A exigéncia de coeréncia entre meios
técnicos e fins publicos reforca a ideia de que o Estado, mesmo quando automatizado,
permanece vinculado ao dever de fundamentagdo, assegurando que o exercicio do poder, seja
ele humano ou algoritmico, esteja sujeito a razao publica e a sindicabilidade institucional. Dessa
maneira, a previsibilidade normativa, nesse contexto, ¢ instrumento de justi¢a distributiva e de
protecdo das liberdades, ao reduzir assimetrias de informacdo, custos de conformidade e

espacos de arbitrariedade.

5 CONSIDERACOES FINAIS

As discussodes desenvolvidas neste artigo permitiram compreender que o fendmeno da

infocracia ultrapassa o campo tecnologico e se impde como um desafio constitucional e
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democratico. A automatizagdo das decisdes, quando dissociada da transparéncia e da
justificabilidade publica, transforma o poder informacional em instrumento de controle
silencioso, capaz de remodelar a propria experiéncia da liberdade.

Diante disso, a pesquisa alcangou seu objetivo ao demonstrar que a tutela das liberdades
fundamentais depende de um novo arranjo normativo, no qual a inteligéncia artificial ndo
substitua o juizo humano, mas atue sob seu controle e sob a égide dos principios constitucionais.
Igualmente, a pergunta que norteou o estudo foi respondida ao evidenciar que o risco surge
quando a decisdao automatizada se torna opaca, inquestionavel e desprovida de fundamentacao
compreensivel, fragilizando o contraditorio e a igualdade no acesso aos direitos.

Outrossim, o artigo reafirma a necessidade de transformar o discurso técnico em dever
juridico, garantindo que cada etapa do ciclo de vida dos sistemas de inteligéncia artificial seja
permeada por obrigagdes de prevengao, verificacao e corre¢do. O caminho apontado € o de uma
governanga algoritmica constitucionalizada, em que inovacdo e responsabilidade caminhem
juntas, e em que a eficiéncia técnica jamais se sobreponha a dignidade humana e a razao publica.

Contudo, ainda assim, reconhece-se que o estudo ndo esgota o tema, posto que faltam
trabalhos aplicados sobre como essas estruturas operam em setores especificos, bem como
andlises interdisciplinares que avaliem seus impactos sociais, econdmicos e culturais. Nesse
amago, pesquisas futuras podem explorar mecanismos praticos de revisao humana, auditorias
independentes e modelos de participagdo social que tornem o controle mais efetivo e

democratico.
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