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POLITICASPUBLICASE DIREITOSHUMANOSNA ERA TECNOLOGICA
I

Apresentacdo

Entre os dias 30 de setembro e 3 de outubro de 2025, a Faculdade de Direito de Franca
recebeu o 111 Congresso Internaciona de Direito, Politicas Publicas, Tecnologia e Internet. O
evento reuniu académicos, profissionais, pesquisadores e estudantes, promovendo o debate
interdisciplinar sobre o impacto das inovagtes tecnol 6gicas no campo juridico e nas politicas
publicas. A programacdo envolveu Grupos de Trabalho (GTs) organizados para aprofundar
temas especificos, abordando desde o acesso a justica até as complexidades da regulacéo
tecnologica, com énfase na adaptacdo do sistema juridico aos avancos da inteligéncia
artificial e da automacéo.

O GT 2 investiga as relacBes entre politicas publicas, direitos humanos e avancos
tecnol 6gicos. Os trabalhos apresentados analisam a influéncia das novas midias na formagédo
da opinido publica, os limites da liberdade de expressdo e os desafios da protegdo de dados.
O grupo reflete sobre como o Estado pode promover uma governanga digital que garanta a
dignidade humana e ainclusdo social na era dainformagéo.



A AMEACA DAS DgEPFAKESA DEMOCRACIA: DESI NFORMA(;AQ,
CIBERPOLARIZACAO EOSLIMITESDA LIBERDADE DE EXPRESSAO

THE THREAT OF DEEPFAKESTO DEMOCRACY: DISINFORMATION,
CYBERPOLARIZATION AND THE LIMITS OF FREE SPEECH

Claudia Gil Mendonca

Resumo

O desenvolvimento das deepfakes, viabilizado pelo avanco da inteligéncia artificial,

introduziu novas ameacas a0 Estado Democrético de Direito, especialmente quando tais
contetdos s&o utilizados para desinformagdo e manipulagdo politica. Inseridas no contexto da
ciberpolarizagdo, essas tecnologias comprometem principios fundamentais como a

integridade dos processos democraticos, a liberdade de expressdo e a dignidade da pessoa
humana. Nesse contexto, este artigo analisa as implicagfes juridicas das deepfakes e os
efeitos da ciberpolarizacéo, propondo abordagens regulatorias para mitigar seus impactos,
com base em pesquisa qualitativa de cunho dedutivo, sustentada em fontes legidlativas,

doutrinérias e jurisprudenciais.

Palavras-chave: Deepfake, Ciberpolarizagdo, Estado democrético de direito, Principios
fundamentais

Abstract/Resumen/Résumeé

The development of deepfakes, enabled by advances in artificial intelligence, has introduced
new threats to the democratic rule of law, especially when such content is used for
disinformation and political manipulation. Within the context of cyberpolarization, these
technologies compromise fundamental principles such as the integrity of democratic
processes, freedom of expression, and human dignity. In this context, this article analyzes the
legal implications of deepfakes and the effects of cyberpolarization, proposing regulatory
approaches to mitigate their impacts, based on qualitative deductive research supported by
legislative, doctrinal, and jurisprudential sources.

K eywor ds/Palabr as-claves/M ots-clés. Deepfake, Cyberpolarization, Democratic rule of
law, Fundamental principles



Introducéo

A comunicacdo por meio da internet, embora tenha promovido uma conectividade
global sem precedentes, também desencadeou efeitos negativos significativos, dentre os quais
se destaca o fendmeno da deepfake. Trata-se de contetdos falsificados, como videos e audios,
gerados ou manipulados por algoritmos de inteligéncia artificial, capazes de simular com alto
grau de realismo a aparéncia e a voz de uma pessoa, criando representacdes digitais que
aparentam ser auténticas (Spencer, 2019, n.p.). Esses materiais contribuem diretamente para a
disseminacéo de noticias falsas (fake news).

Quando amplamente divulgadas, as deepfakes podem distorcer a percepgao da realidade
e influenciar indevidamente a opinido publica, afetando inclusive processos democraticos. Ao
induzirem as pessoas a decisdes baseadas em informacdes falsas, esses conteddos
potencializam a polarizacdo de debates, fendbmeno conhecido como ciberpolariza¢éo. Tal
dindmica compromete a credibilidade das instituicbes politicas e enfraquece os pilares
fundamentais do Estado Democratico de Direito, tornando as deepfakes uma das principais
ameacas a integridade da informacéo e a confianca publica nas democracias contemporaneas.

A velocidade com que essas informagdes se propagam na internet agrava ainda mais seu
impacto, dificultando a identificacdo, a contencédo e a correcdo de falsidades. Nesse cenario,
valores essenciais como a liberdade de expresséo, o direito a informac&o, a participacdo politica
e a dignidade humana, todos alicerces do Estado Democratico de Direito, passam a ser
colocados em risco.

Desse modo, o uso irresponsavel de tecnologias como a deepfake, especialmente quando
associado ao alcance das redes sociais, compromete a formacdo de uma opinido publica
consciente e bem informada, indispensavel ao pleno funcionamento das instituicdes
democréticas.

Diante desse panorama, 0 presente artigo tem como objetivo demonstrar de que maneira
a deepfake pode interferir na democracia, analisando suas consequéncias, 0s impactos do
avanco tecnoldgico e da disseminacdo de noticias falsas nas redes sociais, além de examinar a
aplicacdo constitucional das garantias da liberdade de expresséo, do direito a informacéo e da
protecdo a imagem, a fim de buscar solugdes para tal questéo.

Para tanto, a abordagem adotada no artigo serd baseada nos métodos dedutivo e

bibliografico, com analise legislativa, doutrinéria e jurisprudencial sobre o tema.

2. Metodologia



A presente pesquisa possui natureza qualitativa, entendida como um instrumento
voltado a exploracdo e a compreensao dos significados atribuidos por individuos ou grupos a
determinados problemas sociais ou humanos (Creswell, 2010, p. 43), sempre observando 0s
limites estabelecidos pelos objetivos do estudo.

Para o desenvolvimento do trabalho, utilizou-se a pesquisa bibliografica, baseada no
levantamento de referéncias tedricas previamente analisadas e publicadas em meios impressos
e digitais, como livros, artigos cientificos, paginas da internet, entre outros. Além disso,
recorreu-se a pesquisa documental, por meio da analise de decis6es proferidas pelos tribunais

brasileiros, a fim de aprofundar a compreensédo da tematica abordada.

3. Resultados e Discussao

O avanco das tecnologias digitais no contexto da globalizagao inaugurou uma nova era
na comunicacao, caracterizada pela mediagdo quase onipresente de computadores conectados
a internet. A inteligéncia artificial, outrora limitada ao imaginario da ficcdo cientifica, evoluiu
ao longo do século XX para se tornar uma realidade concreta, dotada de capacidades complexas,
como o uso da linguagem, a resolucdo de problemas e o aprendizado autbnomo (Lavagnoli,
2024, n.p.).

A 1A, enquanto ramo da ciéncia da computacdo voltado a replicacdo de capacidades
cognitivas humanas por meio de softwares, apoia-se em algoritmos, especialmente os de
machine learning e deep learning (Guillou, 2018, n.p.). Esses ultimos, ao se estruturarem em
redes neurais profundas, sdo capazes de aperfeicoar-se com base nos proprios erros,
possibilitando o surgimento de tecnologias sofisticadas como as deepfakes (Robles-Lessa;
Cabral; Silvestre, 2020, n.p.).

Na licdo de Michael K. Spencer,

Deepfakes sdo, essencialmente, identidades falsas criadas com o Deep Learning
[aprendizagem profunda, por meio de uso macico de dados], por meio de uma técnica
de sintese de imagem humana baseada na inteligéncia artificial. E usada para
combinar e sobrepor imagens e videos preexistentes e transforméa-los em imagens ou
videos “originais” [...] Essa combinacdo de videos existentes e “originais” resulta em
videos falsos, que mostram uma ou algumas pessoas realizando agdes ou fazendo
coisas que nunca aconteceram na realidade (Spencer, 2019, n.p.).

Assim, sendo, trata-se de conteddos manipulados, como videos, audios e imagens
altamente realistas, que simulam pessoas executando acbGes que jamais ocorreram,

frequentemente com fins lesivos. Sua criacdo foi viabilizada pelas Redes Neurais Generativas



Adversarias (GANSs), que tornam as falsificacBes cada vez mais verossimeis e de dificil
deteccdo (Lima, 2020, n.p.).

O uso das deepfakes transita entre fins criativos e aplicacdes maliciosas, como vinganca,
chantagem, fabricacdo de provas falsas e manipulacdo politica. A facilidade de acesso a
ferramentas de edicdo e a ampla disponibilidade de imagens pessoais nas redes sociais tornam
qualquer individuo um potencial alvo, o que, por consequéncia, impde dilemas éticos, juridicos
e de seguranca de altissima complexidade (Westerlund, 2019, n.p.).

Paralelamente, a sociedade contemporanea assiste a uma escalada da desinformagé&o nas
plataformas digitais. A confianga indiscriminada do publico nas redes sociais, somada a escassa
educacao midiatica, tem impulsionado a propagacéo de fake news, agravada por algoritmos que
priorizam conteddos polarizadores. Nesse ambiente, a linha que separa o real do falso se torna
cada vez mais ténue, comprometendo a qualidade do debate pdblico e o funcionamento
saudavel da democracia.

A comunicacdo digital, nesse sentido, apresenta-se como instrumento ambiguo: ao
mesmo tempo em que promove a inclusdo e o acesso a informacdo, também se converte em
meio de manipulacdo e vulnerabilizacdo. Assim, o fendmeno das deepfakes ilustra os perigos
de um progresso tecnoldgico dissociado de parametros éticos e normativos, demandando
reflexdo critica sobre seus efeitos no Estado Democréatico de Direito e a urgente formulacdo de
estratégias regulatorias, educativas e institucionais.

A aceleracdo comunicacional na sociedade da informacdo suprimiu barreiras como o
segredo, a distancia e o estranhamento, tornando as intera¢@es simbolicas mais frequentes, mas
também mais superficiais (Gatinho; Silveira; Dias, 2024, p. 9-10). Como observa Zygmunt
Bauman (2012), integracdo e fragmentacdo coexistem no espaco digital: a aproximagéo
promovida pelas redes ndo dissolve as divergéncias, mas intensifica a polarizacdo. Ja Cass
Sunstein (2018) alerta para o risco das “camaras de eco”, onde algoritmos personalizados
confinam os usuarios a visées semelhantes, reforcando preconceitos e dificultando o encontro
com a diferenca, elemento vital a democracia deliberativa.

Desse modo, as redes sociais, alimentadas por algoritmos orientados ao engajamento,
ampliam esse processo ao criar bolhas informacionais e comunidades ideologicamente
homogéneas. Ainda que o autoisolamento digital ndo seja, por si, negativo, ele propicia a
proliferacdo de rumores, distor¢Ges e extremismos (Sunstein, 2018). A internet, portanto, ndo
cria tais fendbmenos, mas os potencializa em escala inédita e, a assimetria da esfera publica,

antes visivel nos meios tradicionais, radicaliza-se no ambiente online, que favorece a



“polarizagdo de grupo”, em que interacGes entre semelhantes levam a adogdo de posi¢des ainda
mais extremas (Benkler; Faris; Roberts, 2018).

Esse processo configura o que se denomina ciberpolarizacdo, ou seja, uma
intensificacdo das divisdes politicas e sociais mediada por tecnologias digitais (Robles-Lessa;
Cabral; Silvestre, 2020, n.p.). Nesse contexto, as deepfakes agravam o quadro ao manipular
visual e sonoramente a realidade, forjando narrativas falsas sobre figuras publicas e eventos
politicos. Assim, ao minar a confianca publica e alimentar a desinformacéo, tais contetidos
desestabilizam o discurso racional, essencial a vida democrética (Robles-Lessa; Cabral,
Silvestre, 2020, n.p.).

No Brasil, os desafios juridicos decorrentes das deepfakes sdo expressivos. A
manipulagédo audiovisual sem consentimento atinge direitos fundamentais como a privacidade,
a honra e a imagem, gerando danos morais e institucionais de grande magnitude. A legislacédo
brasileira, embora conte com instrumentos como a LGPD, o Cadigo Penal, o Marco Civil da
Internet e o Projeto de Lei sobre fake news, ainda apresenta lacunas diante da complexidade
técnica, da dificuldade de rastreamento dos agentes e da responsabilizacdo das plataformas
digitais.

Salienta-se que, em periodos eleitorais, 0s riscos se agravam, pois, essas tecnologias sao
empregadas para manipular a opinido publica e comprometer a legitimidade do processo
democréatico. Nesse contexto, a tensdo entre liberdade de expressdo e protecdo de direitos
fundamentais intensifica o debate, pois a livre manifestacdo do pensamento € um pilar das
sociedades democraticas, mas ndo pode ser confundida com o direito de divulgar falsificagdes
prejudiciais (Andrade, 2022).

Assim, o uso de deepfakes exige ndo apenas responsabilizacdo civil e penal dos
envolvidos, mas também o desenvolvimento de normas especificas, penas proporcionais,
ferramentas de detec¢do automatizada e articulacéo entre setor publico, plataformas digitais e
academia.

Empresas como Google, Amazon e Facebook ja investem em tecnologias capazes de
detectar contetdos manipulados. Pesquisadores tém explorado o uso de blockchain, inteligéncia
artificial inversa e padrdes visuais para identificar falsificacbes (Schroepfer, 2019, n.p.). No
entanto, a resposta ndo pode ser apenas tecnoldgica. A construcdo de um ecossistema digital
saudavel requer também a educacdo midiatica da populacdo (Westerlund, 2019, n.p.), pois, a
alfabetizacdo digital, especialmente entre os grupos mais vulneraveis, ¢ fundamental para

formar uma cidadania critica e resistente a desinformacao.



Face ao exposto, enfrentar os desafios impostos pelas deepfakes e pela ciberpolarizacéo
exige, portanto, uma abordagem multidimensional: aprimoramento legislativo,
responsabilidade compartilhada, inovacdo tecnologica, atuacdo ética das plataformas e
fortalecimento da formacdo cidada. A preservacédo dos direitos fundamentais e a integridade do
Estado Democrético de Direito dependem dessa articulacdo entre regulacdo, tecnologia e

educacao critica.

4. Consideracgdes Finais

A proliferacdo de deepfakes representa uma grave ameaca ao Estado Democrético de
Direito, sobretudo quando associada ao fenébmeno da ciberpolarizacdo. Suas implicacGes
juridicas sdo vastas e preocupantes, abrangendo desde a manipulagdo de processos eleitorais e
violacdo da privacidade até a difamacéo de figuras publicas e o enfraquecimento da confianca
coletiva nas instituicdes democréticas.

Para salvaguardar os fundamentos do Estado de Direito, torna-se imperativa a
formulacdo de legislacdes especificas que assegurem a responsabilizagdo ndo apenas dos
individuos que produzem esse tipo de contetdo, mas também das plataformas que facilitam sua
disseminacédo. Tal arcabougo normativo deve ser acompanhado de esfor¢cos coordenados de
cooperacdo internacional e de promocdao da educagdo midiatica, a fim de mitigar os impactos
deletérios dessa tecnologia sobre a esfera publica.

Em sintese, as deepfakes podem ser utilizadas para forjar audios ou videos com contetido
difamatdrio, atentando contra a honra e a imagem de individuos. Nesses casos, as vitimas tém
o direito de buscar reparacdo por danos morais e acionar 0s responsaveis com base em crimes
contra a honra, como callnia, difamacao ou injdria, contudo o desafio reside na velocidade e
na complexidade das inovacdes tecnologicas. Além disso, quando envolverem o uso indevido
de dados pessoais, as deepfakes podem, ainda, configurar infracdes a Lei Geral de Protecdo de
Dados Pessoais (LGPD), que disciplina o tratamento de informag6es sensiveis no ordenamento
juridico brasileiro.

A identificacdo técnica dessas manipulacdes € um processo complexo, o que torna
essencial a colaboragdo entre autoridades publicas, especialistas em ciberseguranca e
instituicdes de pesquisa para o desenvolvimento de mecanismos eficazes de deteccdo e
rastreamento. Nesse sentido, busca-se aprimorar as tecnologias capazes de reconhecer padroes
caracteristicos das manipulac@es digitais promovidas por 1A, como os tracos gerados por redes

neurais artificiais.



Contudo, o enfrentamento da desinformagdo e da ciberpolarizagdo ¢ um fendmeno
dindmico, que exige respostas igualmente evolutivas. A construcdo de um ambiente digital mais
resiliente e informado pressupde a articulagdo permanente entre Estado, sociedade civil, setor
tecnoldgico e midia.

No Brasil, uma abordagem juridica robusta, atualizada e tecnicamente orientada é
indispensavel para assegurar a protecdo da privacidade, coibir praticas difamatorias e delimitar
com clareza as esferas de responsabilidade civil e penal. Para além da regulacdo normativa,
torna-se imprescindivel fomentar a consciéncia critica da populagdo e investir no
desenvolvimento e na adocdo de tecnologias de verificacdo e autenticacdo de conteudos, pois,
somente através de uma atuacdo multissetorial e integrada, sera possivel enfrentar os riscos

impostos pelas deepfakes e preservar a integridade das instituicdes democraticas.
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