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Apresentacdo

Entre os dias 30 de setembro e 3 de outubro de 2025, a Faculdade de Direito de Franca
recebeu o 111 Congresso Internaciona de Direito, Politicas Publicas, Tecnologia e Internet. O
evento reuniu académicos, profissionais, pesquisadores e estudantes, promovendo o debate
interdisciplinar sobre o impacto das inovagtes tecnol 6gicas no campo juridico e nas politicas
publicas. A programacdo envolveu Grupos de Trabalho (GTs) organizados para aprofundar
temas especificos, abordando desde o acesso a justica até as complexidades da regulacéo
tecnologica, com énfase na adaptacdo do sistema juridico aos avancos da inteligéncia
artificial e da automacéo.

O GT 2 investiga as relacBes entre politicas publicas, direitos humanos e avancos
tecnol 6gicos. Os trabalhos apresentados analisam a influéncia das novas midias na formagédo
da opinido publica, os limites da liberdade de expressdo e os desafios da protegdo de dados.
O grupo reflete sobre como o Estado pode promover uma governanga digital que garanta a
dignidade humana e ainclusdo social na era dainformagéo.



A UTILIZACAO DE DEEPFAKE PARA O CONSTRANGIMENTO DE MULHERES
THE USE OF DEEPFAKE TO EMBARRASSWOMEN

Lorena Barreto Mourao Lopes Silva L ourenzen Unzer
Michelle Cristina Ribeiro da Silva
Yuri Nathan da Costa L annes

Resumo

O Desenvolvimento da IA fez surgir tecnologias que permitem a criagdo de imagens a partir
de imagens de pessoas reais, conhecido como DeepFake. Essa ferramenta vem sendo usada
como instrumento para constranger mulheres fomentando o Revenge Porn, ferindo o Direito
aimagem e dignidade de mulheres, reforgando o estigma da sociedade misdgina. A pesquisa
busca compreender quais consequéncias juridicas da disseminacdo do DeepFake com o
intuito de perverter aimagem de mulheres com imagens falsas de cunho sexual. A pesguisa
busca utilizar de abordagem qualitativa, através de obras, jurisprudéncias e legislactes,
evidenciando sua natureza juridico-sociol bgicas, carater exploratorio e estrutura dedutiva.

Palavras-chave: Deepfake, Pornografia de vinganga, Perspectiva de género, Inteligencia
artificial, Direito digitale

Abstract/Resumen/Résumeé

The development of Al has led to technologies that allow the creation of images from real
peopl€' s images, known as DeepFake. This tool has been used to harass women, promoting
Revenge Porn, violating women'’s right to image and dignity, reinforcing the stigma of a
misogynistic society. The research aims to understand the legal consequences of DeepFake
dissemination intending to distort women’s images through false sexual content. It uses a
qualitative approach, based on works, jurisprudence, and legislation, highlighting its juridical-
sociological nature, exploratory character, and deductive structure.

K eywor ds/Palabr as-claves/M ots-clés. Deepfake, Revenge porn, Gender perspective,
Artificia intelligence, Digital law
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INTRODUCAO

O uso de inteligéncia artificial vem crescendo exponencialmente nos Gltimos anos, e
com isso suas func¢des se ampliaram, assim com um simples comando a [A consegue produzir
qualquer tipo de imagem e video, adicionando a foto de uma pessoa ¢ possivel incluir essa
pessoa no lugar e situacdo desejados, esse € o chamado DeepFake, que tem como intuito gerar
imagens, substituir rostos, criar cenas, desenhos, fotos e dudios falsos, distorcidos da
realidade, tudo a partir de um simples comando textual do usuario.

A sofisticacdo da Inteligéncia Artificial e por consequéncia da DeepFake, trouxeram
a tona preocupagoes éticas e de privacidade, atingindo assim a esfera do direito. Dentro dessas
utilizagcdes do DeepFake ha o uso de forma a associar a imagem de mulheres a conteudos
pornograficos, utilizando-se dessa tecnologia para o constrangimento, subjugacdo e
objetificacdo de mulheres.

Nesse cenario onde se encaixa a responsabilidade das plataformas digitais ao
permitirem a circulacdo de conteudos desenvolvidos por Inteligéncia Artificial que,
intrinsicamente, violam o Direito de Imagem das vitimas e como as Comunidades on-line
moldam a percepcdo de Conduta e Consequéncia dos usudrios que criam esse tipo de
material?

Assim, destaca-se o impacto da divulgagdo de DeepFakes pornograficos em forma de
Revenge Porn — Do inglés “Pornografia de Vingang¢a”. — Na vida das vitimas e onde
encaixar a responsabilidade das plataformas digitais ao permitirem a circula¢do de contetidos
desenvolvidos por Inteligéncia Artificial que, intrinsicamente, violam o Direito de Imagem
das vitimas e como as Comunidades on-line moldam a percepcao de Conduta e Consequéncia
dos usuarios que criam esse tipo de material?

Entre as hipoteses, essa pesquisa objetiva compreender quais as consequéncias
juridicas a quem utiliza a deepfake com o intuito de perverter a imagem de mulheres,
correlacionando as violagdes do direito a imagem as previsdes da LGPD e a violéncia de
género. Visando compreender como se estrura a responsabilidade das plataformas e dos
usudrios que produzem e disseminam deepfakes pornograficas geradas por IA e quais as
possibilidades de sangdes e regulamentagdo do uso de tecnologias que alterem imagem ou voz
de terceiros.

A pesquisa compreende como objetivos especificos a andlise e aplicabilidade da
LGPD nos casos descritos; Estudar as consequéncias juridicas da utilizagdo ndo consentida e

criminosa do Direito de Imagem da vitima a fim de gerar artificialmente imagem
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pornografica; Conferir a possibilidade de regulamentagdo das tecnologias que alteram
imagem e voz de terceiros;

A pesquisa utilizard de abordagem qualitativa, principalmente por meio de obras,
jurisprudéncias e legislagdes locais e internacionais, evidenciando sua natureza

juridico-sociolodgica, de carater exploratorio e estrutura dedutiva.

O DEEPFAKE E SEU IMPACTO DE GENERO.

O Treinamento da Inteligéncia Artificial e seus algoritmos avangam cada vez mais de
forma vertiginosa, fator esse que combinado com a larga escala em que a Internet distribui
informacdes, torna impossivel a distingao entre o real € o manipulado.

Desde muito antes de adentrarmos na Era da Pos-Verdade, a nudez feminina sempre
foi usada como instrumento misdgino para constranger a mulher, arma essa que transposta
para a realidade tecnolédgica foi a forga motriz para a criacdo e dissemina¢do da pornografia
de vinganga no mundo on-line.

O Revenge Porn ¢ uma conduta dolosa que consiste na divulgagao nao consensual de
imagens e/ou videos intimos em uma busca por vingang¢a, ato que remonta & manutengao das
raizes da misoginia que objetificam e colocam a imagem e corpo da mulher como
propriedade.

A obra “Risikogesellshaft: Auf dem Weg in eine andere Moderne” (Sociedade de
Risco: Rumo a uma outra modernidade) do filésofo alemao Ulrich Beck, possibilita tragar um
paralelo entre a pds-modernidade, o fendomeno da globalizacdo, o avanco descomido da
tecnologia e a deturpacao da Percepcao de Riscos.

Os DeepFakes ¢ Revenge Porn sao exemplos nitidos de Riscos Tecnoldgicos
produzidos pela propria sociedade, fugindo do controle individual, as vitimas -
majoritariamente mulheres - ndo tém meios para impedir que sua imagem seja manipulada
com cunho sexual e intuito doloso e muitas das vezes tomam ciéncia do dano que as acometeu
quando, infelizmente, ja tomou uma grande propor¢ao, as redes criam um risco global e
praticamente incontrolavel apods a publicagao.

De acordo com a filosofia de Beck, passamos também por uma constante tendéncia
de individualizar os riscos assim, buscando responsabilizar a vitima pelo risco softrido.
Diariamente ¢ possivel ver essa deturpagao ldgica aplicada aos casos de violéncia contra a
imagem da mulher, culpabilidade a vitima por “se expor na internet”, por postar suas fotos em

seus proprios perfis nas redes sociais, etc. Deturpacdo loégica essa que se dissemina
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veementemente em comunidades on-line de cunho misogino, por meio de contetidos e formas
de linguagem que cativam desde pré-adolescentes até adultos.

Seguindo os padrdes de negacdo dos riscos descritos por Beck, também nos
deparamos com a Produgdo Social da Ignorancia e Minimizagao dos Riscos, até nos presentes
dias a sociedade, ainda em sua manutencdo da objetificacdo e degradacdo da Mulher,
minimiza os danos psicologicos causados pelos DeepFakes sexuais, em harmonia com a
Deturpacao Logica irradiada no ambiente digital.

O Direito de imagem comegou a ser aplicado no Brasil apenas em 1922 em julgados
que influenciaram a doutrina e as jurisprudéncias da época que passaram a reconhecer esse
direito, porém ele s6 foi de fato incluido nos textos legais com a Constituicdo de 1988
(BRASIL, 1988) que tratou deste expressamente em seu artigo 5° sobre a igualdade perante a
Lei, assegurando, em seus incisos, a indenizacdo por dano moral ou a imagem, a
inviolabilidade da intimidade, vida privada, a honra, imagem das pessoas e suas devidas
indenizag¢des, por meio da protecdo, assegurada por Lei, a reprodugdo da imagem e voz
humana.

Assim, o direito a imagem restou configurado expressamente como inviolavel e
sujeito a dano, que deve ser reparado. Fica claro ainda que as disposi¢des a respeito da
imagem trazidas pela Constituicdo Federal de 1988 independem de regulamentagdo posterior,
assim a protecao a imagem vigora desde a entrada em vigéncia dessa.

Posteriormente, em 2002, o Cédigo Civil brasileiro trouxe em seu rol de direitos da
personalidade o direito a prote¢do da imagem, sendo conferido ao titular o direito de
consentimento. O consentimento ¢ de suma importancia visto que este se estende até a pessoa
morta ou ausente, vide o artigo 20, Paragrafo Unico do Cédigo Civil, podendo a vitima a
requerimento e sem prejuizos e indenizagdes, proibir a transmissao, divulgacao ou publicacao
de materiais que atingem a honra, boa fama ou respeitabilidade.

Apesar do referido artigo, em sua forma, referir-se exatamente sobre destinagdes
comerciais dessas divulgacdes ou publicagdes, visamos a possibilidade de equiparar sua
aplicacdo para além dessa destinagdo, abrangendo situagdes paralelas as DeepFakes e
Revenge Porns.

Por fim, visando entender que o Legislador foi omisso ao deixar de tratar da captagdo
da imagem para violagdo ao direito da personalidade, sendo necessdria uma interpretacao
teleologica do artigo 5° da Constituigao Federal.

Apesar disso, o Enunciado 587 da IV Jornada de Direito Civil (Conselho Nacional de

Justica, 2014) estabeleceu que o dano a imagem estard configurado com o uso indevido, ndo
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sendo necessaria a lesdo a outro direito da personalidade, se tratando ainda de dano na
modalidade in re ipsa, isto €, a propria acdo a comprovagdo do dano.

Mais recentemente, em abril de 2025, foi sancionada a Lei n® 15.123, que estabelece
maior prote¢do a mulheres vitimas de violéncia psicoldgica quando esta ¢ praticada através do
uso de inteligéncia artificial ou outro recurso tecnologico que altere imagem ou som desta.

A criagdo da lei citada demonstra a necessidade da tutela desse direito,
especificamente em face de mulheres que, como em todos os setores da sociedade continuam
sendo a parte da populagdo que sdo estigmatizadas por suas escolhas, isto ¢, quando ¢ dada a
elas a possibilidade de escolha, e sdo estigmatizadas por a¢des de terceiros sobre seus corpos

realizadas sem seu consentimento.

A RESPONSABILIZACAO PELA CRIACAO DE IMAGENS UTILIZANDO O
DEEPFAKE.

A responsabilizacdo pelo uso do DeepFake segue o estabelecido para a protecdo do
uso da imagem assim, como estabelecido pelo Codigo Civil, que mesmo ndo tratando
expressamente do ambiente virtual pode ser aplicada a este, a violagdo do direito a imagem se
traduz em Dano que deve ser ressarcido, sendo que este independe de prova vez que se
configura pela modalidade in re ipsa.

Importa relembrar que a Constituicdo Federal de 1988 entende o direito a imagem
como um dos principios fundamentais do Estado Democratico de Direito a dignidade da
pessoa humana e a imagem. Assim o uso de DeepFake para a producdo de imagens de cunho
pornografico com o intuito de constranger mulheres fere duplamente os principios
constitucionais, vez que atinge a imagem dessas mulheres ¢ mais a fundo a dignidade, a
intimidade e a honra destas.

Assim, estabelece a Lei 15.123/2025 que diante da pratica de violéncia psicologica
contra mulher quando ha o uso de inteligéncia artificial, haverd aumento de pena. Institui
ainda que se houver o uso de IA que altere a imagem da vitima, que ¢ o caso da utilizacdo do
DeepFake, a pena serd aumentada em sua metade.

Vale ressaltar que o Marco Civil da Internet definiu que o provedor de conexao nao ¢
responsabilizado civilmente pelos danos causados pelos contetidos causados pelos usudrios,
entendendo a doutrina que ndo ha nexo de causalidade entre a promogdo de conexdo e os

danos, mas uma vez que o provedor permite a criacdo, publicacdo e disseminacao desses
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conteudos, seria cabido que, em iminente regulamentacdo da IA, essa responsabilidade se
fizesse presente, mas nao excluindo a responsabilidade do autor.

Dispde ainda no que tange a responsabilizacdo civil do provedor, que esta somente
ocorrerd se, apds ordem judicial, ndo tomar providéncias para tornar o conteudo indisponivel.
Isso ¢ aplicado no caso de provedor de aplicagdes que hospedam contetido gerado por
terceiros que contenham violagdes a intimidade em razdo do compartilhamento nao
autorizado de imagens que contenham cenas de nudez ou atos sexuais de carater privado,
acarretando assim na responsabilizacao subsidiaria do fornecedor na hipdtese de nao tornar o
contetdo indisponivel apds a notificagao.

Destaca-se como exemplo de responsabilizacdo legal a “Act on Special Cases
Concerning the Punishment, etc. of Sexual Crimes” da Coreia do Sul (REPUBLIC OF
KOREA, 2010), que apesar de ser um pais que ainda perpetua a misoginia de forma quase
intrinseca na sociedade, equipara a distribui¢do, compra e armazenamento de DeepFakes
sexuais aos crimes sexuais “tradicionais”, elencando penas de multas, prisdes, além de indicar

claro dever de atuacao do Estado para a remocgao desses conteudos e auxilio para as vitimas.

CONCLUSAO PARCIAL

O dano causado por este tipo de tecnologia ndo ¢ pontual, isto ¢, ndo fica apenas
entre o criador e a vitima, pois quando utilizado com o intuito de constranger pode ser
divulgado nas redes sociais, e uma vez em dominio publico qualquer um pode acessar esse
conteudo, sendo praticamente impossivel apagar esses rastros na internet.

Tal comportamento criminoso ¢ endossado, estimulado e normalizado em meio a
comunidades on-line onde os filhos de uma sociedade tecnologicamente conectada crescem e
sdo influenciados a perpetuar os grilhdes da misoginia, normalizando o que pensam ser
pequenos atos inofensivos, mas que transpostos para a realidade das vitimas, deixa marcas
indeléveis.

Assim, percebe-se que com o avango da IA, ela se tornou capaz de realizar imagens
realistas, e por consequéncia essa capacidade comegou a ser utilizada para a producdo de
imagens de teor pornografico nocivo com o intuito de constranger mulheres.

Esse tipo de tecnologia ¢ utilizado na Revenge Porn, perpetuando as raizes
misdginas, objetificando mulheres e expondo seus corpos como se fossem de dominio

publico, e estas acabam sendo estigmatizadas por essas imagens falsas.
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No que tange as disposicdes legais atuais que podem ser aplicadas, houve um grande
avanco na Constituicdo Federal de 1988, que trouxe o direto a imagem como Principio
constitucional e assim suscetivel a reparacdo quando houver a existéncia de dano, que nao
necessita de comprovagdo. Assim, a responsabilidade pelo dano causado por estas imagens
criadas ndo recai diretamente sobre o provedor de internet, sendo de responsabilidade do
proprio usudrio que fez uso da DeepFake.

Apenas atualmente, com a Lei 15.123/2025, foi estabelecido aumento de pena em
razao da utilizacdo de IA, contudo essa previsao ¢ aplicada apenas aos casos de violéncia
psicoldgica, assim resta uma lacuna no que tange a atual utilizagdo do DeepFake. Além disso,
parece controverso que os criadores dessas tecnologias restem impunes, sem qualquer sangao

em razao da permissao da criacao deste tipo de contetdo.
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