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Apresentacao

Franca recebeu o |1l Congresso Internaciona de Direito, Politicas Publicas, Tecnologia e
Internet. O evento reuniu académicos, profissionais, pesquisadores e estudantes, promovendo
0 debate interdisciplinar sobre o impacto das inovagdes tecnol gicas no campo juridico e nas
politicas publicas. A programacdo envolveu Grupos de Trabalho (GTs) organizados para
aprofundar temas especificos, abordando desde o acesso a justica até as complexidades da
regulacdo tecnoldgica, com énfase na adaptacdo do sistema juridico aos avancos da
inteligéncia artificial e da automagéo.

O GT 10 explora os impactos da tecnologia nas relacdes civis e de consumo, analisando os
desafios da responsabilidade juridica em ambientes digitais. Os trabalhos tratam de
publicidade automatizada, erro tecnol égico e protecéo dos direitos da personalidade. O grupo
propde caminhos para o equilibrio entre inovacdo, ética e seguranga juridica no mundo
digital.



RESPONSABILIDADE CIVIL NA MEDICINA COM INTELIGENCIA
ARTIFICIAL: DESAFIOS JURIDICOSE ANALISE DO CENARIO
INTERNACIONAL.

CIVIL LIABILITY INMEDICINEWITH ARTIFICIAL INTELLIGENCE: LEGAL
CHALLENGESAND ANALYSISOF THE INTERNATIONAL FRAMEWORK

Gustavo Carvalho Cavallini
Maria Eduarda Rocha Verisssmo
Vinicius Montserrat Lopes

Resumo

Este estudo analisa os desafios juridicos da aplicagdo da Inteligéncia Artificial na medicina,
especiamente quanto a responsabilidade civil por danos causados por sistemas autonomos.
Diante da rpida evolucéo tecnoldgica e do limitado dominio da IA por profissionais de
saude, examina-se a dificuldade de atribuir culpa em casos de erro médico. A pesquisa
propde modelos como a responsabilidade objetiva e solidéria, destacando a necessidade de
revisdo dos fundamentos classicos da responsabilidade civil. Enfatiza-se a importancia da
protecdo dos direitos do paciente, da transparéncia algoritmica e da supervisdo humana nas
decisdes automatizadas.

Palavras-chave: Inteligéncia artificial, Responsabilidade civil, Protegdo de dados,
Transparéncia algoritimica

Abstract/Resumen/Résumé

This study analyzes the legal challenges of applying Artificial Intelligence in medicine,
especialy regarding civil liability for damages caused by autonomous systems. Given the
rapid technological evolution and the limited knowledge of Al by health professionals, the
study examines the difficulty of assigning blame in cases of medical error. The research
proposes models such as strict and joint liability, highlighting the need to review the classic
foundations of civil liability. The study emphasizes the importance of protecting patient
rights, algorithmic transparency, and human supervision in automated decisions.

Keywor ds/Palabras-claves/M ots-clés: Artificial intelligence, Civil liability, Data
protection, Algorithmic transparency
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I. INTRODUCAO

A integracdo da Inteligéncia Artificial (IA) na medicina representa uma transformacao
revolucionaria, prometendo diagndsticos mais precisos, tratamentos personalizados e
otimizag¢do dos cuidados de satde. No entanto, essa evolugdo tecnoldgica traz consigo desafios
juridicos significativos® (Guerreiro, 2024), especialmente no que tange a complexa questio da
responsabilidade civil por danos resultantes de erros médicos causados por sistemas autonomos.
Este estudo, de natureza teorico-analitica, emerge da constatacao do avango rapido da IA em
areas como a radiologia e a cirurgia robdtica, contrastando com o conhecimento ainda limitado
dos profissionais de saude sobre essa tecnologia (Miranda, 2024). O objetivo primordial ¢
analisar as implicagdes juridicas dessa integracdo, particularmente a atribuicdo de
responsabilidade em casos de danos, envolvendo médicos, desenvolvedores de sistemas e
institui¢des de saude.

A pesquisa motiva-se pela urgéncia em abordar a responsabilidade civil em um cenéario
onde os sistemas de 1A, por ora, predominam como ferramentas de sugestdao, ndo de comando
direto, o que, a primeira vista, poderia direcionar a responsabilidade primaria ao profissional de
saude? (Pereira, 2021). Contudo, a significativa parcela de médicos que declara baixo
conhecimento em IA complica essa atribuigdo inicial® (Portugal, 2020). Assim, delineia-se
como objetivo central a discussdo aprofundada da responsabilidade dos profissionais médicos
no contexto da utilizacdo desses sistemas autdnomos, que atuam como instrumentos de apoio a

sua pratica.

II. METODO

A metodologia empregada neste estudo consiste numa analise juridico-cientifica dos

conceitos de responsabilidade civil e médica a luz da evolugdo tecnoldgica da IA confrontando

L Observe a entrevista concedida pelo professor luso Rui Nunes a Fundago Francisco Manuel dos Santos em que
diz: “[...] ndo existe area da medicina que ndo seja profundamente influenciada pela IA. As areas que mais
rapidamente evoluiram nesta interdependéncia sdo aquelas que recorrem a imagem, como a radiologia, a andlise
de imagens de patologia, a oftalmologia, entre outras” assinalando a visdo dos profissionais que ja manipulam
estas tecnologias.

2 Questdes observadas pelo sustentados pelo professor André Gongalo Dias Pereira em seu artigo "Inteligéncia
Artificial, Satide e Direito: Consideragdes juridicas em torno da medicina de conforto e da medicina transparente”
3 Estes fatos ja sdo debatidos em cortes internacionais, como no acoérddo pelo Supremo Tribunal de Justiga de
Portugal: "Indagar a responsabilidade contratual quanto a execugdo da obrigagdo (de resultado e de meios) por
parte do profissional médico ¢ sindicar a falta de realiza¢do integral da prestagdo devida [...] ou a sua realizacdo
defeituosa e/ou a pratica de erro de tratamento imputavel ao médico nos instrumentos e técnicas utilizados (em
razdo da conformidade com as regras de leges artis)."
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as normas e a jurisprudéncia existentes com os desafios emergentes. Examina-se a literatura
juridica e técnica, explorando a natureza dos sistemas de 1A, suas limitacdes e a dificuldade em
rastrear a causalidade e imputar culpa. A andlise baseia-se em fontes doutrinarias e legais do
direito portugués, incluindo o Cédigo Civil e o Regulamento Geral de Protecdo de Dados
(RGPD)*, bem como regulamentagdes europeias e estudos comparados, para construir um
entendimento robusto dos problemas e potenciais solu¢des juridicas®.

O desenvolvimento da pesquisa parte de um panorama geral do uso da IA na medicina,
reconhecendo seus beneficios® (Hospital da Luz, 2025) e riscos intrinsecos’ (Nogaroli, 2023).
O RGPD ja sinaliza a necessidade de transparéncia, e estudos na area da ciéncia da computacao
reforgam que, apesar da automagao, a IA (especialmente o Machine Learning) aprende a partir
de vastas bases de dados fornecidas por humanos (Big Data), o que implica a possibilidade de

dados enviesados levarem a resultados discriminatorios, exigindo auditorias dos algoritmos.

III. DISCUSSAO

A evolugdo historica da IA, desde as ideias precursoras de Alan Turing na década de
1950 e a formalizagdo do campo na conferéncia de Dartmouth, revela uma trajetéria marcada
por avangos e periodos de estagnacdo, como o “Al Winter”. A superacdo desses momentos
dificeis ocorreu com o advento dos Expert Systems e a revalorizag¢ao das redes neurais nos anos
80 e 90, culminando nos atuais sistemas (Deep Learning). Essa jornada demonstra que a IA ¢é

um campo em constante mutagao, cujos fundamentos técnicos impactam diretamente a forma

4 Conforme Regulamento (UE) 2016/679 do Parlamento Europeu e do Conselho, de 27 de abril de 2016, relativo
a protegdo das pessoas singulares no que diz respeito ao tratamento de dados pessoais e a livre circulagdo desses
dados e que revoga a Diretiva 95/46/CE (Regulamento Geral sobre a Prote¢do de Dados), JO L 119 de 4.5.2016,
p. 1-88.

° Se faz notavel o trabalho dos professores Alessandra Silveira, Joana Abreu, Pedro Froufe e Sophie Perez
Fernandes, em sua pesquisa Sustentabilidade tecnologica e discriminagdo algoritmica, no qual destacam o
problema da regulamentacdo de algoritmos de aprendizagem: "Em razdo da sua complexidade, detectar
discriminacdo em algoritmos ndo ¢ tarefa facil. Apesar disso, os algoritmos precisam ser “auditados”, ou seja,
devem mostrar que nao processam dados enviesados ou que ndo processam dados de tal forma que leve a
discriminacdo" (VI Seminario Internacional Hispano-luso-brasileiro Sobre Direitos Fundamentais e Politicas
Publicas, 2022).

® Em casos de atual aplicagdio de sistemas autonomos em hospitais, como no Hospital da Luz, em Lisboa.

" Observando em ponderagdes da professora Rafaella Nogaroli: "Afloram, contudo, multiplos impactos e
desdobramentos juridicos, irradiando-se sobre o direito contratual, direito médico e o proprio instituto da
responsabilidade civil, diante de danos porventura sofridos pelo paciente quando envolvido um sistema auténomo.
Por isso, [...] no proposito de tragar um panorama geral da culpa médica e deveres de conduta médica neste cenario,
[se] investiga o ecossistema de responsabilidade civil no liame Medicina e IA apresentando algumas aplicagdes,
beneficios e riscos de sistemas autdnomos como apoio a decisdo do médico.
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como o direito deve aborda-la, especialmente no que se refere a previsibilidade e
responsabilidade dos sistemas autonomos® (Russell, 2021).

A crescente geragao de dados digitais, impulsionada por dispositivos moveis € o
conceito de Big Data a partir de 2010, tornou-se o combustivel para o desenvolvimento da IA
contemporanea® (Danielsen, 1998). Os algoritmos de Machine Learning aprendem a detectar
padrdes nesses grandes conjuntos de dados, operando com base em estatisticas inferenciais e
tomando decisdes sem instrugdes explicitas, mas carregando incertezas inerentes a sua natureza

10 especialmente

probabilistica. A qualidade e a curadoria desses dados sdo, portanto, essenciais
em aplicacdes criticas como a medicina, onde dados enviesados ou inconsistentes podem levar
a erros, e a auséncia de intuicdo nas maquinas impede corre¢des contextuais.!! (Hassan;
Kushniruk; Borycki, 2024; Ting et al., 2018).

Ademais, sistemas autdbnomos operam em ambientes fisicos imprevisiveis, suscetiveis
a falhas de sensores, interferéncias e problemas de conectividade, que podem comprometer suas
decisdes em tempo real. A necessidade de mecanismos de controle e interrupgdo imediata
("botdo vermelho") para evitar acidentes catastroficos é central para a seguranga®’. Essa
imprevisibilidade, combinada com a complexidade algoritmica e a opacidade nos processos
decisoérios, representa o principal desafio juridico atual, dificultando a identificagdo da logica

subjacente a determinados resultados e tornando desafiadora a aplicagdo dos principios

classicos de imputabilidade em casos de danos (Ferrara, 2024).

8 Parte crucial apresenta-se na demonstragio de Yann LeCun, que provou a eficicia desses sistemas no
reconhecimento de digitos manuscritos, reafirmou o potencial dos métodos sub-simbodlicos. Essa abordagem se
distanciava das representagdes 16gicas tradicionais, aproximando-se de modelos matematicos

inspirados no funcionamento do cérebro humano, e pavimentando o caminho para os sistemas de aprendizado
profundo (Deep Leaning).

% Iniciando nos anos 1960, com a criagdo do IMS (Em inglés: IBM - International Business Machines Corporation)
e do modelo hierdrquico, até a padronizacdo do SQL na década de 1980, a evolucdo dos bancos de dados sustentou
a base para os algoritmos contemporaneos de aprendizado de maquina. Demonstrando que, o aprendizado de
maquina, enquanto subcampo da IA, busca desenvolver algoritmos que detectam padrdoes em grandes conjuntos
de dados.

10 Especialmente regulados pelo Regulamento (UE) 2024/1689 do Parlamento Europeu e do Conselho, de 13 de
junho de 2024, que estabelece a obrigatoriedade da supervisdo por profissional devidamente capacitado em seus
artigos 14, 26,52 ¢ 79.

11 No contexto, da seguranca de sistemas autdnomos, destaca-se que, aplicagdes em 4reas sensiveis, como

a medicina, exigem dados imparciais, completos e consistentes, uma vez que a auséncia de intui¢do nas maquinas
impede corre¢cdes baseadas em contexto, conceito este, exposto nos artigos de Masooma Hassan e Daniel S. W.
Ting.

12 Essa necessidade ¢ central para o controle efetivo dos sistemas autdénomos e ja foi antecipada no campo ficcional
por Isaac Asimov, em Eu, Robd, por meio das “Trés Leis da Roboética” (Sao elas: um robd ndo pode ferir uma
pessoa, deve obedecer as ordens dos humanos e deve proteger sua propria existéncia, desde que ndo entre em
conflito com as leis anteriores), que podem inspirar diretrizes ético-regulatorias na aplicagao da IA, especialmente
na medicina.
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Neste contexto, a distingdo entre sistemas com autonomia total e parcial ¢ fundamental
para a atribuicdo de responsabilidade. Sistemas com autonomia parcial, que oferecem analises
e recomendacdes sob supervisao humana, tendem a manter a responsabilidade final no
profissional. J4 os sistemas com autonomia total, onde a intervencdo humana ¢ minima ou
inexistente na decisdo, desafiam os modelos tradicionais de imputagdo e levantam a questdo
sobre a quem recai a responsabilidade em caso de erro'® (Chesterman, 2020).

Assim, a configuragdo da responsabilidade civil exige a presenca cumulativa de
pressupostos essenciais: o facto, a ilicitude, o nexo de imputacao, o dano, o nexo de causalidade
e o fim de protegdo da norma* (Freitas, 2022). Neste sentido, 0 nexo de causalidade estabelece
a ligacdo direta entre o facto ilicito (ou o ato que gera risco) ¢ o dano. Adicionalmente, o
exemplo luso aborda responsabilidades especificas como por ofensa a moral social do ser e por
informagdes, bem como a responsabilidade por omissdes. Portanto, no que respeita a
responsabilidade médica, este ¢ um dominio complexo marcado pela vulnerabilidade do
paciente e pela constante evolugdo tecnoldgica. O erro médico, definido como qualquer desvio
na rota assistencial que cause danos, ¢ central, mas € crucial distinguir o erro honesto (inerente
a falibilidade humana, mesmo com observancia das leges artis) do erro negligente®.

Desta forma, a introdug¢do da IA na medicina desafia esse direito, pois a opacidade
algoritmica pode comprometer a compreensdo das decisdes clinicas e, consequentemente, a
validade do consentimento. Assim além do profissional, as institui¢cdes de satide também podem
ser responsabilizadas, inclusive de forma objetiva, por falhas organizacionais. A no¢do de
"culpa da organizagdo" destaca que eventos adversos decorrem muitas vezes de deficiéncias
sistémicas. Diante da assimetria de informagao, o 6nus da prova, tradicionalmente do paciente,
tem evoluido para um modelo dinamico, exigindo que médicos e instituicdes comprovem a
adequacdo dos atos praticados. Ademais, a introdug@o da IA complica a aplicacdo dos modelos
tradicionais de responsabilidade médica, pois, a falta de conhecimento dos profissionais sobre
a [A agrava a situacdo, tornando a supervisao de sistemas opacos insuficiente para evitar erros
ou determinar responsabilidade (Martinho, 2021). Assim, face aos desafios impostos pela IA,

novos modelos de compensagdo, como os sistemas "sem culpa" (no-fault), adotados em alguns

13 Conforme a tipologia desenvolvida por Chesterman que classifica diferentes graus de comportamento autonomo
em sistemas de IA.

14 Conforme definido, “resulta da violagdo do dever juridico geral que é contrapd-lo dos direitos absolutos, existe
sempre que se viola a obrigacao passiva universal, dever que € imposto a todos os membros da coletividade juridica
para protecdo”.

15 £ importante observar que “O facto relevante ¢ um acto ou omissdo de um agente de satde, acto

esse que so obriga 4 reparagdo do dano se tiver sido ilicito” (MORAES LEITAO GALVAO TELES, SOARES DA
SILVA & ASSOCIADOS, 2012)
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paises europeus, emergem como alternativas promissoras. Esses sistemas focam na reparagao
dos danos sofridos pelo paciente, independentemente da demonstracdo de negligéncia do
profissional ou da instituicdo, inspirados na ideia de garantir uma repara¢ao mais célere,
poderiam ser considerados para erros decorrentes do uso de IA reduzindo a litigiosidade e
concentrando-se na compensag¢do da vitima.

Adicionalmente, os meios alternativos de resolugdo de litigios (ADR), como a
mediacdo e a arbitragem, apresentam-se como ferramentas valiosas no contexto da
responsabilidade médica, incluindo casos envolvendo IA (Bortolini; Garcia; Engelmann, 2024).
A mediagdo facilita o didlogo e a busca por solu¢cdes mutuamente satisfatérias, enquanto a
arbitragem oferece uma via privada de resolugdo, embora com limitagdes para certas matérias.
O fortalecimento desses mecanismos, aliado a capacitacdo ética e técnica dos profissionais de
satide no uso da IA, contribui para a construcdo de um regime de responsabilidade civil mais

eficaz perante os desafios tecnologicos.

IV. CONCLUSAO

Como conclusdo, a incorporagdo da IA na medicina impde uma reavaliagdo dos
fundamentos classicos da responsabilidade civil, face a autonomia e opacidade dos sistemas. A
dificuldade em identificar o agente causador e aferir a culpa exige respostas juridicas mais
adequadas a complexidade tecnoldgica. A pluralidade de agentes envolvidos, profissionais,
desenvolvedores, fabricantes, institui¢des, demanda a delimitagdo precisa de deveres. Modelos
como a responsabilidade solidaria e a teoria do risco (responsabilidade objetiva) mostram-se
pertinentes para garantir a reparagdo da vitima, mesmo com uma cadeia causal difusa,
atribuindo responsabilidade a quem se beneficia da tecnologia.

Portanto, a prote¢do dos direitos fundamentais do paciente, como o consentimento
informado, a ndo discriminacao e a protecao de dados, deve estar no centro da regulacao da IA
em saude. A transparéncia algoritmica, a explicabilidade das decisdes automatizadas e a
supervisdo humana sdo requisitos cruciais para respeitar a autonomia e prevenir injustigas. A
analise de experiéncias internacionais com sistemas no-fault sugere caminhos para solugdes
mais ageis e menos litigiosas. O desenvolvimento de um quadro normativo e jurisprudencial
coerente, pautado por principios éticos e técnicos, € essencial para equilibrar a inovagao da 1A

com a prote¢do efetiva dos direitos dos pacientes na era digital.
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