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I1l CONGRESSO INTERNACIONAL DE DIREITO, POLITICAS
PUBLICAS, TECNOLOGIA E INTERNET

TECNOLOGIASDISRUPTIVAS, DIREITO E PROTECAO DE DADOS |

Apresentacao

Entre os dias 30 de setembro e 3 de outubro de 2025, a Faculdade de Direito de Franca
recebeu o |11 Congresso Internacional de Direito, Politicas Publicas, Tecnologia e Internet. O
evento reuniu académicos, profissionais, pesquisadores e estudantes, promovendo o debate
interdisciplinar sobre o impacto das inovactes tecnol 6gicas no campo juridico e nas politicas
publicas. A programacdo envolveu Grupos de Trabalho (GTs) organizados para aprofundar
temas especificos, abordando desde o acesso a justica até as complexidades da regulacéo
tecnoldgica, com énfase na adaptacdo do sistema juridico aos avancos da inteligéncia
artificial e da automagéo.

O GT 3 discute os impactos das tecnologias destrutivas no campo juridico, com foco na
aplicacdo da Lel Geral de Protecéo de Dados e nas novas fronteiras da privacidade digital. As
apresentacOes analisam o papel da inovacdo, da transparéncia e da responsabilidade juridica
em contextos digitais complexos. O grupo contribui para o debate sobre como a tecnologia
pode ser aliada na protegdo da dignidade humana e da seguranca informacional.



AUTORREGULACAO E COERCAO ESTATAL: O PAPEL DAS"BIG TECHS' NA
GOVERNANCA DA INTELIGENCIA ARTIFICIAL

SELF-REGULATION AND STATE COERCION: THE ROLE OF BIG TECH IN
ARTIFICIAL INTELLIGENCE GOVERNANCE

TainaHelen de Almeida
Victoria Santos Serafim

Resumo

O presente trabalho aborda os desafios da regulacéo da inteligéncia artificial (1A), diante de
seu avancgo acelerado e impactos sociais, éticos e econdémicos. Discute-se a necessidade de
combinar leis estatais brasileiras e normas internas das “Big Techs’, como Google, Microsoft
e Meta. A autorregulacdo, embora relevante, € limitada por falta de fiscalizacdo e sangoes,
enquanto a legislacdo estatal nem sempre acompanha a velocidade da inovacdo. Assim,
propde-se uma governanca hibrida, em que o Estado oferece o arcabouco juridico e as
empresas atuam com responsabilidade. Essa complementaridade fortalece a confianca
publica e orienta o progresso tecnol 6gico por principios éticos e democrati cos.

Palavras-chave: Autorregulacéo, Regulacdo estatal, Inteligéncia artificial

Abstract/Resumen/Résumé

This paper addresses the challenges of regulating artificial intelligence (Al) amid its rapid
advancement and social, ethical, and economic impacts. It discusses the need to combine
Brazilian state laws with internal rules of “Big Techs’ such as Google, Microsoft, and Meta.
Self-regulation, while relevant, is limited due to lack of oversight and sanctions, whereas
state legislation often cannot keep pace with innovation speed. Thus, a hybrid governance is
proposed, where the State provides the legal framework and companies act responsibly. This
complementarity strengthens public trust and guides technological progress by ethical and
democratic principles.

Keywor ds/Palabr as-claves/M ots-clés. Self-regulation, State regulation, Artificial
intelligence
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INTRODUCAO

A regulacdo da Inteligéncia Artificial (IA) configura-se como um dos maiores
desafios juridicos da atualidade, diante do acelerado desenvolvimento tecnologico e da atuacédo
transnacional das grandes empresas do setor. Como observa Maranh&o, Floréncio e Almada
(2021, p. 156), o debate sobre IA no Brasil vai além da ficcdo cientifica: ele reflete uma
realidade ja presente no cotidiano, como o uso de chatbots, assistentes pessoais e ferramentas

automatizadas no Judiciario, impactando diretamente a vida de milhdes de brasileiros:

A inteligéncia artificial (1A) é um tema cada vez mais presente nos debates juridicos
brasileiros. Tal popularizacdo ndo é meramente um exercicio especulativo, inspirado
por séries de ficcdo cientifica como Black Mirror, mas reflete os desenvolvimentos
tecnoldgicos dos ultimos anos. Em alguns casos, o engajamento com sistemas de
inteligéncia artificial é mais diretamente visivel — por exemplo, na proliferacdo de
chatbots e assistentes pessoais em celulares —, enquanto em outros a tecnologia opera
nos bastidores, como ocorre no crescente uso de tecnologias de automacdo pelo
judiciario brasileiro. Mas, de formas visiveis ou invisiveis, a inteligéncia artificial j&
afeta as vidas de milhdes de brasileiros, suscitando perguntas a respeito de como o
Direito deve lidar com essas novas tecnologias (MARANHAO, FLORENCIO e
ALMADA, 2021, p. 156)

Como ramo do conhecimento, a Inteligéncia Artificial visa o desenvolvimento e a
aplicacdo de sistemas capazes de realizar de forma progressivamente autdbnoma tarefas que
anteriormente exigiam intervencdo humana (XAVIER, 2020, p. 16). E neste cenario de avango
do uso das tecnologias digitais que se torna imperioso tratar da implementacdo da virada

tecnoldgica no Direito. Assim sendo:

Os efeitos associados a tecnologias digitais, incluindo a 1A, podem — por exemplo, do
ponto de vista da ética, da politica social ou da politica econémica — ser desejaveis ou
indesejaveis. Dependendo do resultado dessa avaliagdo, pode se tornar importante
indagar se a criacdo e/ou utilizacdo de IA necessita ser tratada pelo Direito e,
especialmente, ser detalhada regulatoriamente para promover interesses individuais e
coletivos ou proteger contra efeitos negativos. (ALMEIDA, 2022, p. 16)

Diante disso, torna-se fundamental articular duas formas centrais de regulagéo: a
coercdo estatal, com base em normas legais de cumprimento obrigatorio, e a autorregulacdo
privada, operada principalmente pelas chamadas Big Techs por meio de codigos de conduta,
diretrizes internas e padrfes técnicos. Como ressaltam Guimardes e Silva (2021, p. 1240), a
atividade regulatoria exige equilibrio: € preciso proteger direitos fundamentais e garantir a
arrecadacdo estatal, sem inibir a inovagdo tecnoldgica, que depende de certa margem de

liberdade:

A atividade regulatéria exige uma harmonizacdo (BARRY; CARON, 2015, p. 72).
Por um lado, devem-se impor regras para que direitos e garantias dos sujeitos
envolvidos nos negocios tenham sua devida protecdo (p. ex: 0s consumidores,
empregados e a propria concorréncia), bem como o Estado consiga tributar de maneira
adequada e justa 0s novos servigos, mantendo seu equilibrio financeiro e capacidade
de prestar servigos publicos. Por outro, para a inovagdo prosperar ha necessidade de
uma liberdade, seja do ponto de cientifica, seja da perspectiva econdmica, adequada
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a dinamicidade de novos mercados (GUIMARAES e SILVA, 2021, p. 1240).

Assim, este trabalho propde examinar os papéis desempenhados pelas Big Techs na
governanca da IA, evidenciando que a autorregulacdo nédo equivale a auséncia de regulacéo,
mas sim a delegacdo de parte da funcdo regulatéria a iniciativa privada (COHEN;
SUNDARARAJAN, 2015, p. 116). Ainda assim, a atuacdo estatal permanece essencial, na
medida em que garante a legitimidade democrética, a seguranca juridica e o controle dos
potenciais riscos dessas tecnologias.

01- A CONTRIBUICAO DA AUTORREGULACAO DAS “BIG TECHS” PARA A
ATIVIDADE REGULATORIA

As chamadas “Big Techs” sdo grandes empresas do setor de tecnologia da
informacdo e comunicacdo, caracterizadas por sua atuacdo global, alto poder de mercado,
dominio de dados massivos (“big data”) e influéncia direta sobre a infraestrutura digital da
sociedade, conforme notam Kean Birch e Kelly Bronson:

As Big Techs estéo sob os holofotes publicos e politicos. Geralmente definidas como
Apple, Amazon, Microsoft, Google/Alphabet e Facebook/Meta, as Big Techs estdo se
tornando o lema da vigilancia corporativa, do monopélio e do poder de mercado.
Pode-se argumentar que elas séo as institui¢fes definidoras de nossos dias, dominando
nossas economias, sociedades e politicas, como as grandes empresas petroliferas ou
os grandes bancos fizeram em sua época (Birch and Bronson, 2022, p.1, traducédo
nossa).

O crescimento da influéncia dessas empresas no cenario global tem ampliado o
debate sobre a necessidade de mecanismos regulatorios eficazes. Ao mesmo tempo em que
essas corporacdes impulsionam a inovacado e o progresso tecnolégico, elas também concentram
poder suficiente para impactar processos democraticos, estruturas econdmicas e direitos

fundamentais. Sobre isso, dissertam Birch e Bronson:

Grande parte do debate académico e politico atual sobre as Big Techs surge de
pesquisas e afirmacdes anteriores sobre dois aspectos-chave do seu poder social e de
mercado, e da necessidade subsequente de encontrar novos mecanismos de
governacdo para gerir as consequéncias sociais deste poder (...). (BIRCH and
BRONSON, 2022, p. 3).

Diante do elevado grau de especializacdo técnica dessas grandes empresas, e da
velocidade com que as inovacgdes tecnoldgicas sdo implementadas, torna-se evidente que a
atuacdo exclusiva do Estado pode nédo ser suficiente para regular de maneira eficaz a
Inteligéncia Artificial. Nesse cenario, a autorregulacdo empresarial surge como um instrumento

relevante de complementariedade regulatdria, de forma a se unir ao Estado para contribuir para
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preencher lacunas normativas, antecipar riscos e promover boas préaticas. Sobre isso, disserta o

Professor de Direito Pablico da Universidade de Hamburgo, Wolfang Hoffmann-Riem:
Como ndo existem estruturas regulatérias estatais de vigéncia global para os servicos
na internet, as possibilidades de conformacdo organizacdo autbnoma sdo
particularmente grandes para as empresas. Contudo, nos locais em que as empresas
tém sua sede empresarial ou uma filial ou exercem suas atividades, elas estéo

vinculadas ao ordenamento juridico normativo respectivo, (..). (RIEM, 2019).
Portanto, longe de significar renincia do poder estatal, a autorregulacdo pode
funcionar como fator de apoio e sofisticacdo do aparato regulatério publico, desde que seja
incorporada em modelos de regulacdo participativa, supervisionada e alinhada ao interesse
coletivo. Essa cooperacdo entre publico e privado revela-se especialmente valiosa em um

campo de elevada complexidade técnica como o da Inteligéncia Artificial.

02- A CONTRIBUIQAO ESTATAL PARA AS ATIVIDADES DE REGULAC;AO NA
INTELIGENCIA ARTIFICIAL

No contexto da ordem econémica, a regulacdo estatal configura-se como uma
das modalidades de intervengédo do Estado. Embora ndo represente a forma mais intensa nem
seja a Unica existente, assume, na contemporaneidade, papel de destaque. Tal relevancia decorre
de sua capacidade de viabilizar a atuacdo estatal frente a um sistema econdmico que se apresenta
com crescente grau de autonomia.

E um mecanismo importante que ird garantir o equilibrio entre interesses

econdmicos publicos e privados, conforme notam Eric Fiuza e Marcelo Fonseca:

Em resumo, a regulacdo estatal é uma ferramenta importante para equilibrar os
interesses entre os setores privado e publico, buscando garantir que a sociedade como
um todo seja beneficiada por meio do controle e orientacdo das atividades econémicas
e sociais, (...). (FIUZA BUENO, Eric; FONSECA SANTOS, Marcelo, 2024, p.4).

Quanto a ascensdo do uso de Inteligéncia Artificial, o governo brasileiro tem
buscado a elaboragdo de normas e leis que visam essa regulamentacdo, conforme Eric Fiuza e
Marcelo Fonseca trouxeram em seu artigo “Inteligéncia Artificial: Desafios para Regulacdo
Juridica”, o Projeto de Lei n° 2.838/2023, que tem como objetivo regulamentar o uso de IA e
estabelecer diretrizes que abrangem amplamente, em ambito nacional, a progressao, a aplicagédo
e a utilizacdo ética desses sistemas.

Afirmam, que seu objetivo primordial consiste na protegdo dos direitos
fundamentais e na promocao da implementacdo de sistemas seguros e confiaveis, com vistas a
salvaguarda do individuo, a preservagdo do regime democratico e ao fomento do progresso

cientifico e tecnoldgico.
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Para isso, foi proposta a criagdo de uma autoridade competente, cuja finalidade
é a de garantir a protecdo dos direitos fundamentais, essa autoridade também teria como
atribuicdo estimular a cooperagdo com entidades voltadas a defesa desses direitos, viabilizar a
implementacdo da Estratégia Brasileira de Inteligéncia Artificial entre os 6rgdos cujas
competéncias estejam vinculadas a temética, além de desempenhar outras fungdes correlatas.

Diante do exposto, infere-se que a atuacdo estatal, mediante mecanismos
regulatorios, revela-se imprescindivel para a conformacdo de um ambiente juridico-
institucional capaz de responder as demandas decorrentes do avanco da inteligéncia artificial.
A regulacdo, enquanto modalidade de intervengdo indireta no dominio econdmico, exerce
funcdo estratégica ao promover o equilibrio entre os interesses publicos e privados,
assegurando, simultaneamente, a protecdo dos direitos fundamentais e a preservacao das bases
do Estado Democratico de Direito.

A proposta legislativa consubstanciada no Projeto de Lei n°® 2.838/2023
demonstra a intencdo do legislador em estabelecer diretrizes normativas abrangentes, que
orientem o desenvolvimento, a implementacdo e o uso ético, seguro e transparente de sistemas
de IA em territério nacional. Nesse contexto, a previsdao de criacdo de uma autoridade
reguladora especializada reforca a necessidade de uma estrutura institucional autbnoma e
tecnicamente qualificada, apta a fiscalizar, coordenar e fomentar politicas publicas voltadas a
inovacdo tecnolégica com responsabilidade social.

Assim, a regulacéo estatal da inteligéncia artificial ndo deve ser compreendida
apenas como um instrumento de controle, mas como um verdadeiro vetor de promocéao de
seguranca juridica, estabilidade institucional e desenvolvimento cientifico e tecnoldgico
alinhado aos principios constitucionais.

CONCLUSAO

Conclui-se, a partir da analise realizada, que a ascensao da Inteligéncia Artificial na
sociedade contemporanea impbe uma série de desafios relevantes, tais como o adequado
funcionamento da ética social, a auséncia de pardmetros eficazes para prevenir praticas
discriminatorias, bem como a garantia da confiabilidade e veracidade dos dados fornecidos.

A superacdo desses obstaculos demanda a conjugacdo entre a autorregulacao
exercida pelas Big Techs e a regulagdo estatal, considerando que ambas atuam de forma
complementar, e ndo excludente. Ressalte-se que a intervencdo estatal ndo deve obstruir o
avanco tecnoldgico, mas, ao contrério, deve atuar como instrumento de apoio, assegurando a

preservacao dos direitos fundamentais e a prevencao de condutas ilicitas.
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Também se destaca o instituto da Autorregulagcdo Regulada, que consiste na juncdo
da regulacgdo industrial com a superviséo de uma entidade estatal. Sobre isso trazem Eric Fiuza

e Marcelo Fonseca:

A expressdo " autorregulacdo regulada " é utilizada para descrever uma situacdo em
que a inddstria ou organizacdo retém um certo controle sobre suas proprias préaticas
por meio da autorregulacdo, mas também esta sujeita a uma supervisdo externa mais
abrangente realizada por uma entidade reguladora. 1sso pode acontecer quando a
autorregulacdo é percebida como insuficiente para garantir padrbes adequados ou
quando surgem questfes que demandam uma abordagem regulatéria mais abrangente,
(...). (FIUZA BUENO, Eric; FONSECA SANTOS, Marcelo, 2024, p.5).

Diante do panorama apresentado, constata-se que a regulacdo da Inteligéncia
Anrtificial demanda um esfor¢o conjunto entre Estado e iniciativa privada, especialmente as
chamadas Big Techs, que detém grande poder de mercado e dominio sobre as infraestruturas
digitais. A autorregulacdo promovida por essas corpora¢des, quando integrada a um modelo de
regulagdo participativa e supervisionada, pode contribuir de forma significativa para a
construcdo de um ambiente normativo dindmico e tecnicamente qualificado. Longe de
representar renincia do poder estatal, essa complementariedade permite a antecipacéo de riscos,
0 aprimoramento de boas praticas e a protecdo dos direitos fundamentais em um campo
marcado pela constante inovagé&o.

Nesse contexto, a atuacdo estatal permanece imprescindivel para garantir a
legitimidade democratica, a seguranca juridica e o equilibrio entre os interesses publicos e
privados. A proposta legislativa contida no Projeto de Lei n° 2.838/2023, com a cria¢do de uma
autoridade reguladora especializada, evidencia a preocupacao do legislador em institucionalizar
diretrizes para o uso ético e seguro da IA. Além disso, a adogdo do modelo de “autorregulacao
regulada” surge como alternativa viavel para assegurar que a flexibilidade do setor privado seja

acompanhada de supervisao estatal eficaz, promovendo, assim, o desenvolvimento tecnoldgico

responsavel e alinhado aos principios constitucionais.
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