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Apresentacdo

Franca recebeu o Il Congresso Internacional de Direito, Politicas Publicas, Tecnologia e
Internet. O evento reuniu académicos, profissionais, pesguisadores e estudantes, promovendo
0 debate interdisciplinar sobre o impacto das inovagdes tecnol 6gicas ho campo juridico e nas
politicas publicas. A

programacdo envolveu Grupos de Trabalho (GTs) organizados para aprofundar temas
especificos, abordando desde o acesso a justica até as complexidades da regulagéo
tecnologica, com énfase na adaptacdo do sistema juridico aos avancos da inteligéncia
artificial e da automacéo.

O GT 11 reline pesquisas que analisam o papel das politicas publicas e da inovagéo
tecnol 6gica na governanca digital. Os trabalhos exploram as implicagdes éticas da tecnologia
na sociedade e 0 papel do Estado na formulagdo de normas inclusivas e transparentes. O
grupo destaca a importancia da regulacdo participativa e do desenvolvimento digital

sustentavel.



O CONCEITO DE INTELIGENCIA ARTIFICIAL GENERATIVA NO PROJETO DE
LEI N°2.338/2023: UMA ANALISE CRITICA E PROPOSTASDE
APRIMORAMENTO

THE CONCEPT OF GENERATIVE ARTIFICIAL INTELLIGENCE IN DRAFT
BILL N°2.338/2023: A CRITICAL ANALYSISAND IMPROVEMENT PROPOSALS

Viniciusde Negreiros Calado 1
Irving William Chaves Holanda 2

Resumo

Este estudo tem como objetivo analisar a definicdo de inteligéncia artificial generativa do
Projeto de Lel n° 2.338/2023. A presente pesquisa adota método qualitativo de natureza
descritiva e comparativa, utilizando técnica de andlise documental e revisdo bibliogréfica
especializada. Estrutura-se em trés eixos metodologicos principais. andlise normativa do
Projeto de Lei, com foco na definicdo de |A generativa; exame técnico-doutrinario dos
conceitos de IA generativa, Grandes Modelos de Linguagem e Grandes Modelos de Acéo e
andlise comparativa com 0 marco regulatério europeu. A abordagem hermenéutica
empregada visa identificar lacunas e imprecisdes na proposta legislativa brasileira,
objetivando o aperfeicoamento da proposta.

Palavras-chave: Inteligéncia artificial generativa, Conceito, Projeto de lei n° 2.338/2023,
Grandes model os de linguagem, Grandes model os de acéo

Abstract/Resumen/Résumé

This study aims to analyze the definition of generative artificial intelligence in Draft Bill n°
2.338/2023. The present research adopts a qualitative method of descriptive and comparative
nature, using documentary analysis technique and specialized bibliographic review. It is
structured in three main methodological axes: normative analysis of the Bill, focusing on the
definition of generative Al; technical-doctrinal examination of the concepts of generative Al,
Large Language Models and Large Action Models, and comparative analysis with the
European regulatory framework. The hermeneutic approach employed aims to identify gaps
and imprecisions in the Brazilian legislative proposal, targeting the improvement of the
proposal.

K eywor ds/Palabr as-claves/M ots-clés: Generative artificial intelligence, Concept, Draft bill
ne. 2.338/2023, Large language models, Large action models
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Introducio

A inteligéncia artificial (IA) ocupa papel central nas discussdes juridicas
contemporaneas, especialmente diante da tramitacao do Projeto de Lei n® 2.338/2023, que
visa regular seu desenvolvimento e uso no Brasil. Dentre os desafios centrais, destaca-se
adefinicao legal de IA generativa (IA-Gen), que precisa acompanhar a evolucao acelerada
da tecnologia e suas multiplas manifestacgdes.

Este artigo propde uma revisao critica do conceito adotado pelo Projeto de
Lei (PL) mencionado, incorporando a distingdo fundamental entre os grandes modelos de
linguagem (LLMs) e os grandes modelos de acao (LAMs), com vistas a contribuir para o
aperfeicoamento do marco regulatorio nacional.

A presente pesquisa adota método qualitativo de natureza descritiva e
comparativa, utilizando técnica de andlise documental e revisdo bibliografica
especializada.

O estudo estrutura-se em trés eixos metodologicos principais: (i) andlise
normativa do Projeto de Lei n® 2.338/2023, com foco na defini¢do de IA generativa; (ii)
exame técnico-doutrindrio dos conceitos de IA generativa, Grandes Modelos de
Linguagem (LLM's) e Grandes Modelos de Acao (LAM's) e (iii) analise comparativa com
0 marco regulatério europeu.

As fontes primarias examinadas sdo o Projeto de Lei n°® 2.338/2023 (Brasil),
a Lei de Inteligéncia Artificial - Al Act (Unido Europeia), tendo com fontes secundarias
a doutrina especializada e o "Relatorio de Perspectivas sobre Inteligéncia Artificial
Generativa" do Centro Comum de Pesquisa (JRC) da Comissao Europeia.

A abordagem hermenéutica empregada visa identificar lacunas e imprecisdes na
proposta legislativa brasileira, objetivando o aperfeicoamento da proposta para abarcar
conceitos mais amplos como o de Grandes Modelos de A¢ao — GMA (LAM)

1 Inteligéncia artificial generativa: conceito técnico

Segundo Kevin Scott (2023, p. 58) a inteligéncia artificial € “[...] um conjunto de
tecnologias chamados "aprendizado de méaquina’, algoritmos e modelos estatisticos que
realizam certas tarefas por conta propria, com base em reconhecimento de padrdes e
dedugdes”.

Assim, quando falamos de TA em geral, estamos falando de sistema que “apenas”
desenvolvem atividades de classificar ou prever dados (chamadas de IA tradicional),
enquanto os sistemas generativos sdo treinados para criar novos dados, em vez de fazer

uma previsdo sobre um conjunto de dados especifico, isto ¢, trata-se de um sistema de [A
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que aprende a gerar novos objetos que se assemelham aos dados com os quais ele foi
treinado (MIT, 2023).

Embora a IA generativa exista ha alguns anos, o langamento do ChatGPT no final
de 2022 colocou-a em destaque (Kalota, 2024, p. 7).

Pode-se classificar a inteligéncia artificial generativa (IA-Gen) como um
subcampo da inteligéncia artificial e do aprendizado de maquina (machine learning) que
se concentra na criacdo de algoritmos e modelos capazes de gerar conteido novo e
original. Ela tem como foco criar novos conteudos, incluindo audios, codigos, imagens,
textos, simulagdes e videos (Kalota, 2024, p.21)

Estudos técnicos recentes apontam para cinco tipos diferentes de inteligéncia
artificial generativa (IA Gen): geradora, reimaginadora, sintetizadora, assistente e
habilitadora (Strobel et al., 2024).

Contudo, a tecnologia ndo se encontra livre de riscos, pois os resultados que os
sistemas de IA generativa sdo muito convincentes, mas, as vezes, as informagdes geradas
sdo equivocadas ou tendenciosas (Mckinsey & Company, 2024). Veja-se, por exemplo, a
polémica envolvendo o Grok (Olhar Digital, 2025), como ja advertia Schwab (2016, p.
91): “para cada inovacdo que consigamos imaginar, haverd uma aplica¢do positiva e um
possivel lado negro”.

2 Grandes modelos de linguagem (LLMs) e grandes modelos de acdo (LAMs):
conceituacio e diferencas

Os grandes modelos de linguagem (LLMs) sdo sistemas de inteligéncia
artificial treinados em vastos conjuntos de dados textuais, capazes de compreender,
processar e gerar linguagem natural com elevada sofisticagao.

Fundamentados em arquiteturas de redes neurais transformadoras
(transformer), esses modelos reconhecem padrdes linguisticos e produzem textos,
analises, recomendagdes e codigos (Carraro, 2023, p. 63). Entre suas principais
caracteristicas estdo o processamento de linguagem natural (PLN), a integragdo
multimodal de texto, imagem e 4udio, além da capacidade de raciocinio emergente para
decompor problemas complexos (Holanda, 2025).

No campo juridico, os LLMs ja sdo utilizados em pesquisa jurisprudencial,
elaboragdo de pegas processuais, analise de contratos e consultoria preliminar, sempre
sob supervisao humana (no ambito do Poder Judicidrio, observe-se, adrede, a Resolugdo

do CNIJ, n. 615/2025, arts 3°, inciso VII, ¢ 34).
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Em contraste, os Grandes Modelos de A¢ao (GMAs/LAMs) representam uma
evolucdo paradigmatica, pois nao apenas compreendem comandos em linguagem natural,
mas também executam ac¢des concretas de modo autonomo em ambientes digitais e fisicos
(Crespo, 2024).

A principal distingdo dos LAMs esta na capacidade de manipular interfaces,
preencher formuldrios, controlar sistemas e executar comandos. Eles também apresentam
autonomia decisoria contextual, adaptando-se estrategicamente em tempo real, e
conseguem planejar e executar tarefas complexas a partir de instrugdes de alto nivel
(Pandit, 2024).

Exemplos praticos incluem dispositivos como o Rabbit R1, que realiza tarefas
administrativas e controla dispositivos inteligentes, além de aplicagdes industriais e
logisticas (Pandit, 2024). Outro caso ¢ o Claude 3.5 da Anthropic, que recebeu uma
funcionalidade experimental de “usar o computador” (Computer Use) — permitindo a IA
controlar interfaces graficas como um usuario faria (movendo o cursor, clicando,
digitando) para executar comandos no ambiente digital (SuperAnnotate, 2024).

Enquanto os LLMs produzem saidas informacionais, como imagens, textos e
analises, os LAMs executam ag¢des concretas, modificando estados de sistemas,
realizando transagodes e controlando processos. Essa diferenca tem implicagdes profundas
para a responsabilidade juridica, pois a autonomia operacional dos LAMs aproxima esses
sistemas dos agentes autonomos, exigindo novos paradigmas de responsabilidade (Pandit,
2024; Belarmino et al., 2025).

3. Cenario internacional: definicoes e abordagens de ia generativa
A Unido Europeia, na Lei de Inteligéncia Artificial (Al Act), apresenta em

seus considerandos iniciais a seguinte defini¢do:

(99) Os grandes modelos generativos de IA sdo um exemplo tipico de um
modelo de IA de finalidade geral, uma vez que permitem a geragao flexivel de
contetdos, por exemplo, sob a forma de texto, audio, imagens ou video, que
podem facilmente adaptar-se a uma vasta gama de tarefas distintas. (Unido
Europeia, 2024)

Essa abordagem adotada pelo Al Act reflete o entendimento de que os
modelos generativos ndo se restringem a aplicagdes especificas, mas possuem potencial
para serem integrados em variados contextos e setores, desempenhando fung¢des que vao
desde a criagdo de contetido até a automacgao de processos criativos € operacionais.

No recente “Relatorio de Perspectivas sobre Inteligéncia Artificial
Generativa” do Centro Comum de Pesquisa (JRC) da Comissdo Europeia encontra-se a

seguinte definigao:
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[...] Inteligéncia Artificial Generativa refere-se a um subconjunto das
tecnologias de Inteligéncia Artificial que permite as maquinas gerar novos
conteidos, como imagens, videos, textos e musicas, muitas vezes
indistinguiveis daqueles criados por seres humanos. Trata-se de uma
tecnologia revolucionaria, com um enorme potencial disruptivo, que precisa
ser melhor compreendida e que exigira respostas regulatérias em nivel da
Unido Europeia em diversos aspectos (Abendroth Dias et al., 2025, p.125).

Nessa vereda, tanto o Al Act quanto o relatério do JRC convergem ao
reconhecer ndo apenas o potencial inovador e transformador dos grandes modelos
generativos de A, mas também a urgéncia de se estabelecerem mecanismos regulatorios
e politicas publicas que assegurem o uso responsavel, ético e alinhado aos valores
fundamentais da Unido Europeia.

O debate europeu evidencia que a regulacdo dessas tecnologias deve ser
multidisciplinar, dinamica e orientada para a prote¢ao dos direitos fundamentais, a
promogao da inovagao e a mitigacao de riscos sociais € economicos associados ao avango
da IA generativa (Abendroth Dias et al., 2025)

4. O Projeto de lei n® 2.338/2023

O Projeto de Lei n° 2.338/2023 que visa regular a Inteligéncia Artificial no
Brasil tem em sua ementa o seguinte texto: “Dispode sobre o desenvolvimento, o fomento
e 0 uso ético e responsavel da inteligéncia artificial com base na centralidade da pessoa
humana”.

Da sua leitura ¢ possivel perceber que a pessoa humana ocupa posi¢ao central
para o PL desde a sua ementa, sendo de grande relevancia ter sempre em mente essa
centralidade para que se evitem interpretacdes inadequadas.

O PL apresenta as defini¢des fundamentais no seu art. 4°, trazendo um
conceito especifico para a IA Generativa, objeto do presente estudo, no seu inciso quarto

que assim estabelece:

Art. 4° Para os fins desta Lei, adotam-se as seguintes defini¢des:

[...]

IV — inteligéncia artificial generativa (IA generativa): modelo de IA
especificamente destinado a gerar ou modificar significativamente, com
diferentes graus de autonomia, texto, imagens, audio, video ou codigo de
software;

O artigo de lei proposto e acima transcrito, embora adequado para LLMs,
apresenta limitagdes conceituais significativas quando aplicada aos LAMs emergentes,
pelo que as trés questdes relevantes precisam ser analisadas.

A primeira questdo problemadtica ¢ que a defini¢do foca na capacidade

generativa, ignorando a dimensdo executiva que caracteriza os LAMs. Um LAM pode
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ndo "gerar" conteudo no sentido tradicional, mas sim executar acdes baseadas em
objetivos programados (Savarese, 2025).

A segunda problematica refere-se ao uso da expressio “modificar
significativamente” que sugere ainda uma abordagem centrada em transformacgdes de
conteudo, ndo em execugdo de tarefas operacionais. LAMs frequentemente executam
acdes sem modificar conteido preexistente — por exemplo, ao realizar uma transagao
financeira ou controlar um sistema de seguranca.

Por fim, a terceira e Gltima questao problematica recai sobre a limitagao dos
formatos listados (texto, imagens, daudio, video, cd6digo) que ndo abrangem
adequadamente as agodes fisicas e digitais que LAMs podem executar, como controlar
robds, gerenciar sistemas de infraestrutura ou executar decisdes administrativas
complexas.

Consideracoes finais

A distingdo entre grandes modelos de linguagem e grandes modelos de acao
representa uma bifurcagdo fundamental na evolu¢do da inteligéncia artificial, com
profundas implicacdes juridicas. O PL n°®2.338/2023, embora avance na regulagao da IA,
apresenta lacunas conceituais que podem comprometer sua eficacia futura. A adequada
compreensdo e distingdo entre LLMs e LAMs ¢ pré-requisito essencial para o
desenvolvimento de regulamentacdo eficaz e protecdo dos direitos fundamentais.

Para a comunidade juridica, a evolucao tecnoldgica representa oportunidade
e desafio: LLMs ja aumentam a produtividade intelectual, enquanto LAMs prometem
revolucionar a automacao de rotinas administrativas. Ambas as tecnologias exigem o
desenvolvimento de competéncias especificas e a adaptacdo dos procedimentos
tradicionais.

Sugere-se que futuras pesquisas e regulamentacdes incorporem
sistematicamente a distincdo entre LLMs e LAMSs, evitando generalizagdes que
obscurecam questoes juridicas especificas. A vigilancia juridica ativa e a adaptagdo
regulatoria continua sdo imperativas para garantir que o desenvolvimento tecnoldgico

sirva ao interesse publico e a dignidade humana.
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