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Apresentacdo

Franca recebeu o Il Congresso Internacional de Direito, Politicas Publicas, Tecnologia e
Internet. O evento reuniu académicos, profissionais, pesguisadores e estudantes, promovendo
0 debate interdisciplinar sobre o impacto das inovagdes tecnol 6gicas ho campo juridico e nas
politicas publicas. A

programacdo envolveu Grupos de Trabalho (GTs) organizados para aprofundar temas
especificos, abordando desde o acesso a justica até as complexidades da regulagéo
tecnologica, com énfase na adaptacdo do sistema juridico aos avancos da inteligéncia
artificial e da automacéo.

O GT 11 reline pesquisas que analisam o papel das politicas publicas e da inovagéo
tecnol 6gica na governanca digital. Os trabalhos exploram as implicagdes éticas da tecnologia
na sociedade e 0 papel do Estado na formulagdo de normas inclusivas e transparentes. O
grupo destaca a importancia da regulacdo participativa e do desenvolvimento digital

sustentavel.



INTELIGENCIA ARTIFICIAL E PODER JUDICIABIO: DESAFIOSDA
AUTONOMIA DOSJUIZESA LUZ DA RESOLUCAO CNJ N° 625/2025

ARTIFICIAL INTELLIGENCE AND THE JURISDICIONARY: CHALLENGES OF
JUDGES AUTONOMY BASED ON RESOLUTION N° 615/2025

Anne Chrystine de Oliveira Fernandes
Jéssica Fachin

Resumo

A criacdo de novas tecnologias e a popularizacdo da inteligéncia artificial generativa
provocaram incertezas e questionamentos sobre os limites da autonomia dessa ferramenta no
Poder Judiciario. Assim, valendo-se do método dedutivo, aém de doutrina nacional e da
Resolucdo CNJ n° 615/2025, a pesquisa responde as principais davidas sobre essa temética:
Se 0 ser humano continuara sendo o centro do poder decisorio e se 0 magistrado podera ser
substituido pelainteligéncia artificial.

Palavras-chave: Inteligéncia artificial generativa, Magistrados, Resolucéo cnj n°615/2025

Abstract/Resumen/Résumé

The creation of new technologies and the popularization of generative artificial intelligence
have raised uncertainties and questions about the limits of this tool's autonomy within the
Judiciary. Thus, using the deductive method, along with national legal doctrine and CNJ
Resolution No. 615/2025, this research seeks to answer key questions on the topic: whether
human beings will remain at the center of decision-making power, and whether judges can be
replaced by artificial intelligence.

K eywor ds/Palabr as-claves/M ots-clés. Generative artificil intelligence, Judges, Resolution
cnj n°615/2025
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INTRODUCAO:

No dia 11 de marco de 2025, foi publicada a Resolugdo n° 615 do Conselho Nacional
de Justica (CNJ), com o objetivo de estabelecer novas diretrizes sobre a utilizagdo da
Inteligéncia Artificial nas solugdes do Poder Judiciario.

Embora ndo seja de senso comum, a operacao de sistemas de Inteligéncia Artificial no
ambiente juridico iniciou em 2018 no Supremo Tribunal Federal (STF) com o projeto
“Victor”, que possuia a capacidade de andlise e separagdao dos recursos em temas. Em 2023,
houve a evolugdo para a “Victor[A”, que ja permitia agrupar processos por semelhancas no
texto. Entretanto, com a popularizagdo da IA e a criagdo de novas tecnologias, o poder
judiciario permitiu a utilizacdo de outros mecanismos pelos tribunais, inclusive produzidos
por empresas privadas, para auxiliar na solugao dos processos, considerando que esses podem
levar mais de dez anos em tramitagcdo quando corridos de forma analogica.

A utilizacdo de diferentes sistemas de IA evidencia, porém, o risco do
compartilhamento de dados pessoais, além da propagacao de vieses discriminatorios. Em vista
a quantidade de processos tramitados nos tribunais, a questdo da protecdo de informacgdes
particulares ¢ elementar na garantia dos direitos fundamentais. Desse modo, emerge a
necessidade da criacdo de decisdes juridicas que controlem o uso dessas ferramentas pelos
usuarios internos do Poder Judiciario, com destaque aos juizes.

Assim, com a finalidade de apresentar limites ao uso da inteligéncia artificial, além de
incluir potenciais riscos € ameacas contra os individuos que procuram assisténcia juridica, a
Resolugdo n°615 do CNJ foi formulada, uma vez que a Resolugdo CNJ n°332/2020 ja& nao

contemplava todas as novas tecnologias, especialmente as inteligéncias artificiais generativas.

PROBLEMA DE PESQUISA:

Diante disso, considerando o cendrio de aceleracdo tecnoldgica e digital, emerge a
davida se o ser humano continuard sendo o centro do processo decisorio, em vista a
possibilidade das maquinas se disporem de servigcos autdnomos de resolu¢ao de problemas.

Assim, o problema que a presente pesquisa estabelece € se, diante da integracao dessas
ferramentas no Poder Judicidrio e a luz das novas atribui¢des legais da Resolug¢do n °615, o

magistrado podera ser substituido pela inteligéncia artificial.

OBJETIVOS:
Estabelecido o problema de pesquisa, o trabalho tem por objetivos (1) definir o que é

inteligéncia artificial generativa; (2) indicar as possiveis fun¢des da inteligéncia artificial no
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Poder Judiciario a partir do conteudo da Resolugdo n°615 do CNJ; e (3) explicar como o

magistrado poderd fazer o uso da IA.

METODOLOGIA:
Para responder a pergunta proposta e permear os objetivos indicados, a presente
pesquisa se utiliza do método dedutivo, valendo-se da doutrina nacional, ademais do texto da

Constitui¢ao Federal brasileira de 1988 e da Resolugao n °615 do CNJ.

DESENVOLVIMENTO:

A publicagdo da nova resolugdo sobre inteligéncia artificial pelo CNJ foi elementar no
ambiente juridico em vista a velocidade das transformagdes tecnoldgicas da Era Digital. A
antiga resolug¢do: n°332/2020, ja ndo abordava temas que sdo compativeis com 0 momento
atual, pois mencionava, somente, a alternativa de uso auxiliar & gestdo processual, o que
permitiu o surgimento de questdes e incertezas as quais a propria resolucao nio respondia.

Assim, com o surgimento da inteligéncia artificial generativa (IAG), diividas como se
a IA poderia substituir o ser humano dentro dos tribunais e se as solucdes juridicas poderiam
ser completamente autonomas por esses mecanismos comegaram a se popularizar e exigiram
uma resposta mais detalhada do CNJ. Cinco anos apds a primeira resolugao, o CNJ estabelece
atualizagdes que reforcam o desenvolvimento e, principalmente, 0 monitoramento das novas
ferramentas.

A inteligéncia artificial generativa (IAG) foi uma inovagdo criada no intervalo de
tempo entre 2020 e 2025 e foi projetada com a capacidade de criagdo de contetidos como
textos, audios, imagens e videos. Para isso, a ferramenta precisa passar por uma fase de
treinamentos pela qual serd exposta a uma série de estimulos, como documentos e outras
fontes necessarias, para aprender os padrdes de solugdes das situagdes-problema que lhe serdo
propostas.

Dessa forma, a IAG funciona, somente, a partir dos dados que lhe foram fornecidos, o
que gera a possibilidade de formulacao de respostas inapropriadas para as situacdes que nao
foram previamente treinadas.

As referéncias impostas & maquina durante a fase de treinamento sdo formuladas e
escolhidas por humanos, podendo causar a reproducdo de ideologias e crencas da sociedade.
Esse comportamento ¢ responsavel pela ocorréncia de vieses discriminatdrios, que ¢ um dos
problemas que a nova resolugcdo tenta solucionar, além de situagdes relacionadas ao

compartilhamento de dados.



Assim, tendo em vista os riscos apresentados pela IAG, a Resolugdo n°® 615 do CNIJ se
fez necessaria, principalmente para limitar essa nova tecnologia em um ambiente tao delicado
quanto o Poder Judiciario.

Dessa forma, a partir de diretrizes sobre a ética, transparéncia, governanga e
previsibilidade, o CNIJ estabeleceu normas que garantem o desenvolvimento tecnoldgico,
contando que a autonomia dos tribunais sera sempre o fator primario. Logo, de acordo com o
art. 1°, a IA servira apenas para atender as necessidades especificas dos servigos judiciarios.

Seguindo essa linha de raciocinio, no art. 2° ¢ enfatizada a responsabilidade de
supervisdo humana em todas as etapas do funcionamento da maquina, com a finalidade de
confirmar a observancia dos direitos fundamentais, como previsto nos art. 3°, inciso IV, e 5°.
Assim, a criagdo de diretrizes internas para a supervisao e revisao periddica ¢ competéncia de
cada tribunal.

Em relagdo ao treinamento da IA, o art. 7° declara que a escolha dos documentos
utilizados como fonte de aprendizagem deve seguir cautelosamente os termos da lei
n°13.709/2018, que ¢ a Lei Geral de Protecdo de Dados Pessoais (LGPD), ao ter como
objetivo a protecao de dados pessoais € a prevengao de contextos discriminatorios.

Além disso, existem casos que sdo vedados de serem utilizados como treinamento,
tendo em vista o risco excessivo a seguranga da informacdo. Sdo exemplos, as solu¢des que
valorem tracos de personalidade e comportamentais, que ndo possibilitem a revisao humana,
que identifiquem padrdoes biométricos e que ranqueiem pessoas com base em atributos
pessoais. Logo, em caso de impossibilidade de eliminacdo de viés discriminatério, o paragrafo
3° do art. 8°, afirma que a solucdo da IA deve ser descontinuada e o registro de Sinapses deve
ser cancelado.

Os fatores determinante para a garantia do bom funcionamento da IA sdao as medidas
de governanca abordadas nos artigos 12, 13 e 14, que prevem, respectivamente, como 0s
tribunais estabelecerdo seus processos internos de seguranga, como serdo utilizados os
modelos de IA de alto risco e o procedimento que deve ser adotado para promover a avaliagao
de impacto algoritmico qualificadas de alto risco.

Entretanto, ¢ a partir do capitulo VI que o contetido da resolugao trata do uso dos
mecanismos de inteligéncia artificial pelos usudrios internos, em especial o magistrado, pois
versa sobre os modelos de larga escala (LLMs) e pequena escala (SLMs).

O art. 19 caput evidencia que esses modelos s6 poderao ser usados como ferramentas
de auxilio a gestdo ou de apoio a decisdo, o que ¢ reforgado no inciso II, com a vedagdo a

utilizagdo autdénoma da ferramenta, uma vez que o magistrado permanecerd integralmente
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responsavel pelas decisdes. Ademais, o art. 19 também veda a utilizagdo de documentos com
dados sigilosos ou protegidos por segredos de justica para suporte de capacitagdo e
treinamento da IA, por serem contetudos de alto risco.

Isto posto, fica evidente no texto da resolugdo que ndo ¢ vedado, em nenhuma
hipotese, o uso de mecanismos de inteligéncia artificial no Poder Judicidrio, entretanto, o
limite dessa utilizagdo ¢ a total autonomia dos servidores.

Nesse contexto, quando houver a utilizagdo de IAG para auxilio a redacdo de ato
judicial, o magistrado podera escolher se mencionard o uso no corpo do texto, mas, de toda
forma, essa informacao sera registrada no sistema interno do tribunal, segundo o paragrafo 6°
do art. 19.

Por ser decisao pseeoal do juiz a utilizagao de modelos LLMs, SLMS ou IAG, o art.
20 permite sua contratagdo privada com a condi¢do de seguir as diretrizes propostas nos
incisos seguintes, que exigem, por exemplo, a adogdo de mecanismos de privacy by design
(privacidade desde a concepgao) e privacy by default (privacidade por padrao).

O art. 32 do capitulo IX versa expressamente sobre o controle do usuario e define, a
partir do paragrafo Gnico que em nenhum momento a IA podera substituir a autoridade final
dos usudrios, o que responde abertamente o problema de pesquisa apresentado neste trabalho.

Ademais, para além do controle interno, esse artigo também faz mencao as garantias
dos usudrios externos, pois ¢ destacado o direito a informagdo acessivel e objetiva quanto ao
uso de IA na solugao de seus processos.

Sendo o Conselho Nacional de Justica o 6rgdo competente para o monitoramento
dessas praticas, os tribunais deverdo estar sempre em conformidade com as diretrizes da
resolucao n°615 e prestar contas regularmente, apresentando relatdrios periodicos, segundo o
art. 22, paragrafo 2°.

Outrossim, o CNJ também ¢ responsavel por determinar e orientar as pesquisas de
desenvolvimento e implantacdo de servicos de inteligéncia artificial, com a finalidade de
assegurar o padrdo de ética e seguranga das novas ferramentas (capitulo X).

Portanto, tendo em vista as novas diretrizes, a resolucao n°615 do CNJ revogou a
resolucdo CNJ n°332/2020 a partir de sua vigéncia, no dia 11 de maio de 2025, segundo o
art.46.

CONCLUSAO:
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Diante do exposto, as novas diretrizes da redacdo do CNJ possibilitaram responder a
questdo sinalizada nesta pesquisa, que ¢ se o magistrado poderd ser substituido pela
inteligéncia artificial.

Assim, de acordo com o pardgrafo 1° do art. 1°, a governanca das solugdes de A
devera respeitar, em primeiro lugar, a autonomia dos tribunais, o que, consequentemente,
direciona a linha de raciocinio ao art. 10, que veda qualquer ferramenta que acarrete riscos a
independéncia dos magistrados.

Em seguida, o art. 19 postula sobre a utilidade das inteligéncias artificiais dentro do
Poder Judiciario, sobretudo no inciso II, que aborda, com clareza, a vedac¢ao da utilizagao
auténoma e sem e revisdo por parte do magistrado, que ¢ integralmente responsavel pela
decisoes tomadas e pelas informagdes nelas contidas, de acordo com o paragrafo IV do art.
20.

Por fim, conclui-se que o magistrado ndo podera ser substituido pela inteligéncia
artificial, principalmente ap6s o exposto no paragrafo unico do art. 32, que veda a substituicao

da autoridade dos usuarios internos.
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