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Apresentacdo

Entre os dias 30 de setembro e 3 de outubro de 2025, a Faculdade de Direito de Franca
recebeu o 111 Congresso Internaciona de Direito, Politicas Publicas, Tecnologia e Internet. O
evento reuniu académicos, profissionais, pesquisadores e estudantes, promovendo o debate
interdisciplinar sobre o impacto das inovagtes tecnol 6gicas no campo juridico e nas politicas
publicas. A programacdo envolveu Grupos de Trabalho (GTs) organizados para aprofundar
temas especificos, abordando desde o acesso a justica até as complexidades da regulacéo
tecnologica, com énfase na adaptacdo do sistema juridico aos avancos da inteligéncia
artificial e da automacéo.

O GT 1 A aborda a aplicacéo de tecnologias digitais e da inteligéncia artificial no sistema
judicial, discutindo seus impactos sobre a efetividade processual e as garantias

constitucionais. As pesquisas analisam o reconhecimento facial, a automagdo decisoria e 0s
limites éticos do uso de algoritmos na atividade jurisdicional. O grupo busca compreender
como a inovacdo tecnol dgica pode contribuir para o fortalecimento do acesso a justica sem
comprometer aimparcialidade e a seguranca juridica.



RECONHECIMENTO FACIAL AUTOMATIZADO NO PROCESSO PENAL: UMA
TECNOLOGIA INCOMPATIVEL COM O ORDENAMENTO JURIDICO
BRASILEIRO

AUTOMATED FACIAL RECOGNITION IN CRIMINAL PROCEEDINGS: A
TECHNOLOGY INCOMPATIBLE WITH THE BRAZILIAN LEGAL SYSTEM

Pedro Henrique Da Silva Faria

Resumo

A pesquisa analisa a utilizagdo do reconhecimento facial por inteligéncia artificial como meio
de prova no processo penal brasileiro, com énfase em suas incompatibilidades juridicas. A
auséncia de regulamentacéo especifica, somada as falhas técnicas e aos vieses raciais
presentes nos algoritmos, levanta preocupacdes quanto a legalidade, confiabilidade e
potencial discriminatdrio dessa tecnologia. O estudo propde uma reflexdo critica sobre os
riscos do uso ndo regulamentado e destaca a urgéncia de um marco normativo que assegure
garantias constitucionais e direitos fundamentais.

Palavras-chave: Reconhecimento facial, Inteligéncia artificial, Racismo algoritmico,
Seguranca publica

Abstract/Resumen/Résumé

The study analyzes the use of facial recognition by artificial intelligence as a means of
evidence in Brazilian crimina proceedings, with an emphasis on its legal incompatibilities.
The lack of specific regulation, combined with technical flaws and racial biases present in the
algorithms, raises concerns about the legality, reliability and discriminatory potential of this
technology. The study proposes a critical reflection on the risks of unregulated use and
highlights the urgency of a regulatory framework that ensures constitutional guarantees and
fundamental rights.

K eywor ds/Palabr as-claves/M ots-clés. Facial recognition, Artificial intelligence,
Algorithmic racism, Public safety
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1. Introducao

A inteligéncia artificial tem se incorporado de forma acelerada a rotina da sociedade
contemporanea, especialmente por meio de tecnologias que prometem otimizar processos €
aumentar a eficiéncia em diversas areas, inclusive na seguranca publica. Dentre essas
inovagoes, destaca-se o reconhecimento facial, que passou a ser utilizado por orgdos de
seguranca publica como uma ferramenta de identificagdo de individuos.

No entanto, a aplicagdo dessa tecnologia no ambito criminal tem gerado controvérsias,
sobretudo em razao de sua confiabilidade técnica, seus potenciais vieses raciais e da auséncia
de regulamentagdo juridica especifica. Casos reais de prisoes indevidas ocorridas no Brasil
revelam falhas graves do sistema e acendem o alerta para a inadequacao de seu uso sem respaldo
normativo claro.

Dessa forma, a presente pesquisa objetiva analisar a compatibilidade do
reconhecimento facial por inteligéncia artificial com o ordenamento juridico brasileiro,
considerando os principios constitucionais e legais aplicaveis ao processo penal.

Para atingir esse objetivo, utilizou-se o método dedutivo, por meio da pesquisa
bibliografica e da anélise de documentos normativos, relatorios e casos concretos, com o intuito
de compreender os reflexos dessa tecnologia no direito brasileiro e os desafios para sua

regulamentac¢ao adequada.

2. Desenvolvimento

2.1 Reconhecimento Facial Automatizado: Funcionamento e Aplicacdo no Processo
Penal

A era digital tem revolucionado as interacdes sociais e transformado profundamente a
sociedade. Nesse cendrio, o reconhecimento facial e a Inteligéncia Artificial (IA) se destacam,
trazendo novas formas de automagao e eficiéncia.

O reconhecimento facial ¢ uma técnica de identificacio de pessoas através de
caracteristicas biométricas. Ele mapeia matematicamente os tragos tinicos do seu rosto, ou seja,
ele analisa e transforma em dados especificos a distancia entre seus olhos, o tamanho do nariz
e da boca, ou o formato da sua mandibula (Puhl, Scopel, 2024, p. 3681). Esses pontos inicos

no seu rosto sao chamados de "pontos nodais".
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O processo de reconhecimento comega com a captacdo de uma imagem do rosto. Isso
geralmente acontece por meio de cameras de vigilancia, que tiram fotos em tempo real (ibid).
Logo em seguida o software isola a imagem facial e extrai esses dados unicos, convertendo-os
em uma representacao matematica ou um padrao de dados tnico, que podemos chamar de
"template" ou "faceprint" (Jorge, Junior, 2023, p.65).

Realizado todo esse processo, o sistema usa algoritmos para comparar esse "faceprint"
recém-criado com um grande banco de dados de imagens digitais que ja foram coletadas e
armazenadas (Puhl, Scopel, 2024, p. 3681), esse bando de dados pode ser alimentado por
diversas fontes, como: Dados de Carteiras Nacionais de Habilitagdo (CNH) e Registros Gerais
(RGs), relatorio de pessoas desaparecidas, redes sociais e até registros criminais. O sistema,
entdo, avalia a probabilidade de haver uma correspondéncia, indicando o grau de semelhanca
entre as imagens (Jorge, Junior, 2023, p.65).

E nesse momento do processo que a inteligéncia artificial entra em agdo, atuando
diretamente na identificacdo de rostos semelhantes. Para isso, sdo utilizadas redes neurais
treinadas com grandes volumes de dados. Durante esse treinamento, os algoritmos sdo expostos
a pares de imagens da mesma pessoa, aprendendo a reconhecer quais caracteristicas faciais sao
mais relevantes e estaveis para fins de identificagdo. Esse processo permite que a A refine sua
capacidade de comparagdo e reconhecimento, aprimorando progressivamente o desempenho do
sistema e, teoricamente, reduzindo a margem de erro (Puhl & Scopel, 2024, p. 3682).

O reconhecimento facial ¢ muito utilizado por policias estaduais e o6rgdos de
seguranga, se popularizando no Brasil em 2019, ano em que aconteceu a primeira prisao
realizada por essa tecnologia, durante o Carnaval de Salvador, onde um homem procurado por
homicidio desde 2017 foi capturado (Pinto, 2023, p.301). Apos isso ela foi implementada nas
policias do Estado do Rio de Janeiro, Sao Paulo e de Santa Catarina.

E importante entender que esse sistema, apesar dos avangos tecnolégicos, ainda ndo é
100% confiavel, ja que ele da apenas uma porcentagem de compatibilidade entre os rostos e,
além disso, imagens de baixa qualidade, variacdes de luz, pose ou expressdes faciais ou até
mesmo rostos familiares podem aumentar a taxa de erro, podendo ocasionar em prisdes
indevidas e falsos positivos.

Em julho de 2019, por exemplo, no Rio de Janeiro, o sistema de videomonitoramento
da policia do Rio de Janeiro apontou erroneamente uma mulher como procurada da Justica.
Pouco tempo depois, descobriu-se que a pessoa procurada ja estava presa ha quatro anos. Dias

depois, outra pessoa foi presa por engano (Puhl & Scopel, 2024, p. 3688).
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No mesmo sentido na Bahia durante a Micareta de Feira de Santana, o sistema
capturou mais de 1,3 milhdao de rostos, gerando 903 alertas, mas mais de 96% desses alertas
nao resultaram em nada, apenas 18 mandados cumpridos e 15 prisdes (Pinto, 2023, p.310).

Ademais ¢ importante ressaltar que foi realizado um levantamento no Brasil em 2020
pela Defensoria Publica em 10 estados brasileiros. O estudo demonstrou que 60% dos
reconhecimentos equivocados em sede policial envolviam pessoas negras (83% dos casos)
(Ceolin, 2024, p. 17) revelando a seletividade e o racismo estrutural do sistema de justica
criminal.

Essa disparidade ocorre porque os algoritmos de A sdo treinados com conjuntos de
dados que podem conter desequilibrios raciais ou vieses implicitos. Se o training data ¢
predominantemente composto por imagens de pessoas de certos grupos étnicos, o sistema pode
ter dificuldade em reconhecer e classificar corretamente pessoas de grupos sub-representados,

perpetuando o "racismo algoritmico" (Koch, Lopes, 2023, p.1638).

2.2 Incompatibilidades Juridicas com o0 Ordenamento Brasileiro

O uso do reconhecimento facial no Brasil ¢ permeado por lacunas regulatdrias e
potenciais conflitos com principios fundamentais do Direito.

Primeiramente ¢ importante ressaltar que ndo existe uma regulamentagdo especifica
no ordenamento juridico brasileiro para o uso do reconhecimento facial automatizado como
meio de prova no processo penal (Puhl & Scopel, 2024, p. 3683). Essa auséncia leva a
questionamentos sobre a licitude da prova produzida por meio dessa tecnologia.

Ademais, a Lei Geral de Protecdo de Dados (LGPD), embora considere dados
biométricos como sensiveis, possui uma lacuna ao estabelecer que a lei ndo se aplica ao
tratamento de dados pessoais para fins exclusivos de seguranca publica, defesa nacional,
seguranc¢a do Estado ou investigacao e repressao de infracdes penais (ibid). Isso resulta na falta
de uniformidade nacional entre os sistemas de identifica¢@o criminal por reconhecimento facial
em uso no pais, prejudicando inclusive o intercambio de informacdes e a adequacdo a padrdes
internacionais de seguranca.

Essa lacuna legislativa gera auséncia de uniformidade nacional entre os sistemas de
identificacdo criminal por reconhecimento facial e falta de limites e diretrizes para as empresas
privadas que comercializam esses softwares, incluindo questdes éticas, transparéncia no
tratamento dos dados, privacidade e responsabilizagdo por infracdes (Koch, Lopes, 2023,

p.1635).
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Com isso, a prote¢do dos cidaddos ¢ deficiente, pois eles ndo sabem como suas
informacdes chegam aos bancos de dados, como a auséncia de consentimento pode limitar a
coleta e uso de dados pessoais, ou quais mecanismos de reparagao existem em caso de abusos.

Além disso a tecnologia de reconhecimento facial, desenvolvida por pessoas com seus
proprios vieses ¢ alimentada por dados histéricos que podem conter preconceitos, tende a
reproduzir e amplificar o racismo ja existente na sociedade, como ja citado anteriormente.
Estudos indicam altos indices de erro na identificacao de rostos nao familiares, especialmente
em pessoas negras ¢ mulheres, o que pode levar a investigagdes erroneas, prisoes injustas e
condenagdes equivocadas (Lima, Gongalves, Tapudima, 2025).

Outro problema ¢ que sistemas de IA podem permitir a punicdo de individuos com
base em uma "periculosidade" ou caracteristicas que demonstrariam uma "propensao ao crime",
o que ¢ vedado no ordenamento juridico brasileiro (Koch, Lopes, 2023, p.1633).

Em suma, o reconhecimento facial no processo penal ¢ um meio de prova desconfiavel
e falho que deveria ser considerado ilicito. Porém, apesar das lacunas e problemas, existem
iniciativas para regulamentar o uso da inteligéncia artificial e, consequentemente, do
reconhecimento facial.

Um exemplo seria o projeto de lei 2.338/2023 que visa regulamentar aspectos
relevantes do uso de tecnologias de Inteligéncia Artificial no territorio nacional (Puhl & Scopel,
2024, p. 3684). Existe também um anteprojeto que possui um capitulo especifico sobre
"tecnologias de monitoramento e tratamento de dados de elevado risco", o que tem total relagdo
com a atuagdo de sistemas de reconhecimento facial (Koch, Lopes, 2023, p.1630).

Apesar desses projetos € o reconhecimento da necessidade de regulamentacdo, a
implementa¢do de sistemas de reconhecimento facial j4 ocorre em alguns estados, levando a
prisdes mesmo sem a devida base legal especifica. A urgéncia reside em garantir que qualquer
regulamentacdo futura aborde as profundas implicagdes éticas, sociais e juridicas,

especialmente os vieses raciais € a protecao dos direitos fundamentais.
3. Conclusao
Diante da andlise realizada, observa-se que o uso do reconhecimento facial
automatizado no processo penal brasileiro apresenta incompatibilidades significativas com o

ordenamento juridico vigente. Embora essa tecnologia represente um avango na area da

seguran¢a publica, sua aplicagdo sem critérios técnicos e legais bem definidos expde a
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populagdo, sobretudo os grupos vulnerabilizados, a riscos desproporcionais, como prisdes
indevidas e violagdes de direitos fundamentais.

A auséncia de uma legislacao especifica que regulamente o uso da inteligéncia
artificial, aliada a falta de padronizacao entre os estados e a auséncia de mecanismos de controle
e responsabilizagdo, agrava ainda mais o cendrio.

Além disso, os algoritmos utilizados pelas plataformas de reconhecimento facial
carregam consigo os preconceitos historicos e estruturais da sociedade, reproduzindo e
amplificando o racismo institucional sob uma aparéncia de neutralidade tecnolégica.

Assim, conclui-se que a utilizagdo do reconhecimento facial no processo penal, da
forma como ocorre atualmente, ¢ falha, insegura e juridicamente questionavel. No entanto,
iniciativas como o Projeto de Lei n° 2.338/2023 representam um passo importante para a
construcdo de uma regulacdo adequada do uso da inteligéncia artificial no Brasil.

E urgente, portanto, que o avango tecnoldgico seja acompanhado por um marco
normativo robusto, que assegure o uso ético, seguro e constitucional dessas tecnologias no

ambito do sistema de justica criminal.
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