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Apresentacdo

Entre os dias 30 de setembro e 3 de outubro de 2025, a Faculdade de Direito de Franca
recebeu o 111 Congresso Internaciona de Direito, Politicas Publicas, Tecnologia e Internet. O
evento reuniu académicos, profissionais, pesquisadores e estudantes, promovendo o debate
interdisciplinar sobre o impacto das inovagtes tecnol 6gicas no campo juridico e nas politicas
publicas. A programacdo envolveu Grupos de Trabalho (GTs) organizados para aprofundar
temas especificos, abordando desde o acesso a justica até as complexidades da regulacéo
tecnologica, com énfase na adaptacdo do sistema juridico aos avancos da inteligéncia
artificial e da automacéo.

O GT 1 A aborda a aplicacéo de tecnologias digitais e da inteligéncia artificial no sistema
judicial, discutindo seus impactos sobre a efetividade processual e as garantias

constitucionais. As pesquisas analisam o reconhecimento facial, a automagdo decisoria e 0s
limites éticos do uso de algoritmos na atividade jurisdicional. O grupo busca compreender
como a inovacdo tecnol dgica pode contribuir para o fortalecimento do acesso a justica sem
comprometer aimparcialidade e a seguranca juridica.



A RESOLUCAO N°615/2025 DO CNJ E O USO ETICO DA INTELIGENCIA
ARTIFICIAL NO JUDICIARIO: ENTRE A EFICIENCIA ALGORITMICA E OS
DIREITOSFUNDAMENTAIS

RESOLUTION NO. 615/2025 OF THE CNJ AND THE ETHICAL USE OF
ARTIFICIAL INTELLIGENCE IN THE JUDICIARY: BETWEEN ALGORITHMIC
EFFICIENCY AND FUNDAMENTAL RIGHTS

Marcelo Toffano
Frank Sérgio Pereira
LaisReis Araljo Nazaré

Resumo

O trabalho analisa a Resolucdo n° 615/2025 do CNJ, que estabelece diretrizes para 0 uso
ético e responsavel da Inteligéncia Artificial no Judiciario. Destaca os impactos positivos da
A nauniformizacdo dajurisprudéncia (arts. 926 e 927 do CPC) e o potencial da Inteligéncia
Artificial Explicavel (xAl). Por outro lado, aponta riscos éticos, vieses algoritmicos e limites
constitucionais, como o devido processo legal e afundamentacéo das decisdes. Conclui que a
IA deve atuar como ferramenta auxiliar, com governanca e supervisdo, sem substituir a
autonomia decisoria humana.

Palavras-chave: Inteligéncia artificial, Resolucéo cnj 615/2025, Judiciério, Direitos
fundamentais, Uniformizacéo da jurisprudéncia

Abstract/Resumen/Résumé

This paper analyzes CNJ Resolution No. 615/2025, which establishes ethical and responsible
guidelines for the use of Artificial Intelligence in the Judiciary. It highlights the positive
impacts of Al on jurisprudential uniformity (Articles 926 and 927 of the Civil Procedure
Code) and the potential of Explainable Artificial Intelligence (xAl). On the other hand, it
points out ethical risks, algorithmic biases, and constitutional limits such as due process and
the duty to justify judicial decisions. The study concludes that Al must serve as a supportive
tool under institutional governance and oversight, without replacing human judicial
autonomy.

K eywor ds/Palabr as-claves/M ots-clés: Artificial intelligence, Cnj resolution 615/2025,
Judiciary, Fundamental rights, Jurisprudential uniformity

27



1 INTRODUCAO

A crescente complexidade do sistema judicial brasileiro, marcada por mais de 83,8
milhdes de processos em tramitagdo no pais em 31 de dezembro de 2023 (CNJ, 2024),
conforme dados do relatorio Justica em Numeros, impulsionou a incorporagdo de
ferramentas de Inteligéncia Artificial (IA) no Judiciario. Nesse contexto, a edicdo da
Resolucao n® 615/2025 pelo Conselho Nacional de Justiga (CNJ) representa um marco
normativo essencial, ao consolidar diretrizes de governanga, ética e responsabilidade no
uso da IA.

O uso de TA no Judiciario integra um movimento mais amplo de transformacao
digital do setor publico, envolvendo plataformas como o PJe, o DataJud e a expansdo de
ferramentas como o sistema 'Victor' do STF. Além disso, a Estratégia Nacional do Poder
Judiciario 2021-2026 destaca o uso de IA como uma prioridade institucional. O CNJ, por
meio da ENFAM, da Rede de Inovacdao e da Rede Juris, tem promovido capacitacdes e
debates para garantir que a ado¢do de novas tecnologias respeite os principios do Estado

de Direito e da dignidade da pessoa humana.

2 ARESOLUCAO N° 615/2025 E A REGULACAO DA IA NO JUDICIARIO

A Resolugdo n® 615/2025 do CNJ estabelece diretrizes para o desenvolvimento,
governanca ¢ uso da Inteligéncia Artificial no Poder Judicidrio. Fundamentada nos
principios constitucionais da dignidade humana, da legalidade, da publicidade, da
transparéncia, da impessoalidade e do devido processo legal, a norma também esta alinhada
a documentos internacionais, como a Recomendagio da OCDE (2019), a Carta Etica
Europeia (2018) e a Recomendacao da UNESCO (2021).

A resolugdo reforca a necessidade de supervisdo humana, auditabilidade e
explicabilidade dos algoritmos. Também exige a classificagdo de riscos, documentagdo
publica dos sistemas e promog¢ado da transparéncia, além de prever que todos os sistemas
sejam registrados na Plataforma Sinapses. Ressalta-se ainda o papel da Rede Juris do CNJ,

que articula iniciativas de IA entre tribunais. A compatibilidade com a Lei Geral de
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Protecdo de Dados (LGPD) também ¢ expressamente considerada na formulacdo da

resolucdo.

3 INTELIGENCIA ARTIFICIAL E UNIFORMIZACAO DA JURISPRUDENCIA

A TA tem se mostrado um instrumento promissor para a uniformizacao
jurisprudencial, especialmente no contexto dos arts. 926 e 927 do CPC/2015, que tratam
da manutencdo da coeréncia, estabilidade e integridade da jurisprudéncia. Ferramentas
como o sistema "Victor" do STF e o "JurisprudénciaGPT" do TJPR exemplificam
iniciativas que auxiliam na triagem de processos repetitivos, andalise de precedentes e
producao de minutas padronizadas.

Conforme destaca Kato et al. (2025), a IA nao substitui o juizo de valor humano,
mas pode auxiliar na identificacdo de razdes determinantes (ratio decidendi), na
sistematizacdo de entendimentos e na difusdo de precedentes vinculantes. A chamada
Inteligéncia Artificial Explicavel (xAl) também permite maior compreensdo dos resultados
fornecidos pelos sistemas, tornando a integracdo entre humano e maquina mais eficaz e

responsavel.

3.1 IA, Acesso a Justica e Promocao da Equidade

A adogdo da [A também pode contribuir para a promog¢ao do acesso a justica,
sobretudo ao facilitar a triagem de processos, a traducao de linguagem juridica complexa
e a identificagdio de demandas estruturais invisibilizadas. Segundo o Relatorio Etica e
Governanga da [A (CEPI-FGV, 2023), algoritmos bem treinados podem ampliar a
capilaridade do Judiciario e reduzir a sobrecarga das varas mais vulneraveis. No entanto,
sem dados de qualidade e diversidade, ha risco de refor¢o de desigualdades e exclusdes. A
inclusdo de perspectivas interseccionais no treinamento de IA ¢ um passo fundamental para

garantir justica material no ambiente digital.

29



4 RISCOS ETICOS, TRANSPARENCIA E LIMITES CONSTITUCIONAIS

Apesar das vantagens, a aplicacdo da IA a atividade jurisdicional exige cautela.
Os riscos de opacidade algoritmica, vieses discriminatdrios e violagdes ao contraditorio e
a fundamentagdo das decisdes judiciais sdo amplamente discutidos por Carneiro et al.
(2025) e Teigao e Fogaca (2025).

O artigo 93, IX, da Constituigdo impde que todas as decisdes judiciais sejam
devidamente fundamentadas, o que implica a necessidade de compreensibilidade e
acessibilidade das razdes de decidir. Algoritmos "caixa-preta" que ndo permitem auditoria
ou revisao violam esse principio e comprometem a legitimidade da prestagdo jurisdicional.
O principio da accountability digital exige que tribunais sejam capazes de revisar, justificar

e corrigir os efeitos de sistemas automatizados com transparéncia e seguranca institucional.

4.1 Desafios para a Implementacio da Resoluciao 615/2025 nos Tribunais

Apesar da relevancia normativa da Resolu¢do n® 615/2025, sua implementagao
enfrenta desafios concretos no cotidiano dos tribunais. Questdes como a escassez de
profissionais especializados em ciéncia de dados, a limitagdo or¢amentaria e a resisténcia
institucional a inovacao tecnolédgica dificultam a aplicagdo plena das diretrizes. Além disso,
o grau de maturidade digital varia significativamente entre os tribunais, o que pode gerar
assimetrias na qualidade da prestagdo jurisdicional. A cria¢do de laboratdrios de inovacao
e o fortalecimento da cooperagdo interinstitucional sdo estratégias que podem mitigar essas

barreiras e acelerar a transformagao digital com seguranga juridica e inclusdo.

5 CONSIDERACOES FINAIS

A Resolucao n°® 615/2025 representa um marco relevante na constru¢do de um
Judiciario digital mais eficaz, ético e comprometido com os direitos fundamentais. O uso
da Inteligéncia Artificial, quando implementado com responsabilidade e controle
institucional, pode contribuir para a celeridade processual, a uniformizagao da

jurisprudéncia e a eficiéncia da atividade judicial.
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Contudo, a efetividade dessa transformacao depende da fiscalizagdo permanente,
da formagao continuada dos operadores do Direito e do respeito intransigente a dignidade
humana como valor nucleo do Estado Democratico de Direito. Torna-se urgente também
o investimento na chamada 'alfabetizacdo algoritmica' dos magistrados, servidores e
estudantes de Direito, bem como o fortalecimento de centros de pesquisa e universidades

na criag¢do de solugdes éticas, auditaveis e socialmente responsaveis.
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