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I1l CONGRESSO INTERNACIONAL DE DIREITO, POLITICAS
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DIREITO PENAL E CIBERCRIMESI

Apresentacao

Entre os dias 30 de setembro e 3 de outubro de 2025, a Faculdade de Direito de Franca
recebeu o |11 Congresso Internacional de Direito, Politicas Publicas, Tecnologia e Internet. O
evento reuniu académicos, profissionais, pesquisadores e estudantes, promovendo o debate
interdisciplinar sobre o impacto das inovactes tecnol 6gicas no campo juridico e nas politicas
publicas. A programacdo envolveu Grupos de Trabalho (GTs) organizados para aprofundar
temas especificos, abordando desde o acesso a justica até as complexidades da regulacéo
tecnoldgica, com énfase na adaptacdo do sistema juridico aos avancos da inteligéncia
artificial e da automagéo.

O GT 9 examina as novas fronteiras do direito penal em meio a criminalidade virtual. As
comunicagdes abordam o uso de reconhecimento facial, deepfakes e provas digitais,
destacando riscos a privacidade e a integridade processual. O grupo busca construir
parémetros juridicos que assegurem a protecdo de direitos fundamentais diante dos desafios
tecnol 6gicos contemporaneos.



RECONHECIMENTO FACIAL NA PERSECUCAO PENAL: ENTRE A (IN)
EFICACIA TECNOLOGICA E OSRISCOSA LIBERDADE

FACIAL RECOGNITION IN CRIMINAL PROSECUTION: BETWEEN (IN)
EFFECTIVE TECHNOLOGY AND THE RISKSTO FREEDOM

Marina De Brino Penna
Luiz Gustavo Vicente Penna
Pedro DeBrino de Oliveira

Resumo

Este artigo examina criticamente o uso de algoritmos de reconhecimento facial nafaseinicial
da persecucdo penal, inserindo-se na intersecdo entre Direito Penal, tecnologia e critica
social. A partir do conceito de racismo algoritmico e de referenciais como Ruha Benjamin,
Baratta e Zaffaroni, denuncia-se a falacia da neutralidade tecnolégica e os riscos da
automacdo discriminatria. Argumenta-se que, sem regulacdo adequada, essas ferramentas
reforcam a seletividade penal e violam principios constitucionais, exigindo urgente controle
democrético e juridico das tecnologias de vigilancia.

Palavras-chave: Reconhecimento facial, Racismo agoritmico, Seletividade penal, Direitos
fundamentais, Regulacdo daia

Abstract/Resumen/Résumé

This article offers a critical analysis of the use of facial recognition systems in the early
stages of criminal prosecution, positioned at the intersection of Criminal Law, technology,
and socia critique. Drawing on the concept of algorithmic racism and the works of scholars
such as Ruha Benjamin, Baratta, and Zaffaroni, it demonstrates how the lack of effective
regulation allows ostensibly neutral technologies to reproduce historical inequalities under
the guise of innovation. The study highlights the risks of automated discrimination and its
incompatibility with constitutional principles, advocating for a robust, democratic regulatory
framework guided by fundamental rights.

K eywor dg/Palabr as-claves/M ots-clés. Facia recognition, Algorithmic racismo, Penal
selectivity, Fundamental rights, Artificial intelligence regulation
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INTRODUCAO

Entre 30 de setembro e 3 de outubro de 2025, acontecerd o III Congresso Internacional
de Direito, Politicas Publicas, Tecnologia e Internet, com o tema: "Governanca, Regulacdo e o
Futuro da Inteligéncia Artificial", visando debater os impactos da IA no direito e na sociedade,
sob a dtica da ética, justica social e protecao dos direitos fundamentais.

Neste sentido, o Grupo de Trabalho 9 (GT9), intitulado "Direito Penal e Cibercrime",
propde um espaco de debate sobre os efeitos da automacao e das tecnologias de vigilancia no
sistema penal, com destaque para o reconhecimento facial e o chamado racismo algoritmico.
Tais mecanismos, embora revestidos de uma suposta neutralidade técnica, operam em contextos
sociais historicamente marcados por desigualdades estruturais.

Este artigo insere-se, assim, na interse¢ao entre o Direito Penal, a tecnologia e a critica
social, com foco na utilizacdo de algoritmos de identificacdo facial nas fases iniciais da
persecucdo penal. A partir de evidéncias empiricas e referenciais tedricos — nacionais e
internacionais —, investiga-se o paradoxo da técnica: instrumentos concebidos para otimizar a
atuacdo estatal acabam por reforgar a seletividade penal, reproduzindo preconceitos historicos
sob o disfarce da inovagdo digital.

Com base nos estudos de Ruha Benjamin, Baratta, Zaffaroni, Silvio Almeida,
Jacqueline Zuboff, Ingride Costa e Mourdo, este texto critica a falacia da neutralidade
tecnoldgica. Demonstra-se como a auséncia de regulacdo e controle democratico sobre dados
biométricos marginaliza grupos sociais. Sistemas de IA, especialmente o reconhecimento
facial, ndo sdo neutros; eles herdam preconceitos e assimetrias sociais ao serem treinados com
dados historicamente enviesados.

A bibliografia utilizada evidencia que a IA, treinada com dados que refletem padrdes
discriminatorios, tende por automatizar e acelerar tais distor¢des, uma vez sendo
fundamentadas especialmente em probabilidades estatisticas, convertendo a desigualdade
estrutural em puro célculo técnico. No Brasil, o cenario se torna ainda mais instavel pela
auséncia de politica publica de regulacdo efetiva de tais ferramentas, que inclua, por exemplo,
a responsabilidade civil e penal ou diretrizes de auditabilidade, permitindo que tais tecnologias
sejam implementadas sem o devido controle e desatentas a dignidade humana.

Por fim, problematiza-se os efeitos juridicos de tais praticas tecnoldgicas, destacando
sua incompatibilidade com os principios constitucionais da presun¢do de inocéncia, do devido
processo legal e da dignidade da pessoa humana. Desta forma, utilizando o método quali-
quantitavo de forma interdisciplinar (direito penal, direitos fundamentais e tecnologia),
analisando jurisprudéncias, documentos oficiais e casos concretos. Assim, a pesquisa oferece
critica juridica fundamentada, abordando os riscos do reconhecimento facil no sistema penal
brasileiro, enfatizando a necessidade de uma regulacao robusta, democratica e comprometida
com o Estado Democratico de Direito, que enfrente os perigos da vigilancia automatizada como

nova engrenagem de exclusdo institucionalizada.
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2. RACISMO ALGORITMICO E O PARADOXO DA TECNICA:
RECONHECIMENTO FACIAL E SELETIVIDADE PENAL NA ERA DIGITAL.

2.1 - Tecnologia e Discriminacio: O Reconhecimento Facial como Ferramenta de Racismo
Institucionalizado

A consolidag@o da inteligéncia artificial (IA) como ferramenta de gestdo estatal e
comercial tem promovido profundas transformagdes nas formas de vigilancia e controle social,
especialmente através da visdo computacional, ou seja, do reconhecimento facial. Apesar de
avancada, evidencia a falacia da suposta neutralidade algoritmica, sendo perceptivel a falta de
neutralidade reproduzida por esses sistemas, uma vez sendo construidos com dados padrdes
enviesados que resultam em erros de identificacdo e abusos, sobretudo contra populagdes
historicamente vulnerdveis. Esse fenomeno ¢ amplamente reconhecido como '"racismo
algoritmico

Além disso, a auséncia de critérios que incorporem as particularidades sociais,
histéricas e culturais desses grupos, bem como a ineficiéncia na construgdo de sistemas que
considerem as especificidades locais e regionais, aprofunda ainda mais as desigualdades
existentes, tornando o uso da inteligéncia artificial um instrumento potencial de exclusdo social.

Estudos do MIT Media Lab e do NIST demonstram que a acurécia dessas tecnologias
¢ significativamente inferior para rostos de pessoas negras, indigenas ou asiaticas,
especialmente mulheres, com taxas de erro que podem ultrapassar 30% para mulheres negras,
contra menos de 1% para homens brancos.

No Brasil, a situagdo ¢ alarmante: dados da Rede de Observatorios da Seguranga
(2019) revelam que 90% das prisdes baseadas em reconhecimento facial eram de pessoas
negras, que representam cerca de 56% da populacdo. Além disso, a Coding Rights (2022)
aponta que mais de 75% das aquisi¢des de tecnologias de vigilancia por estados brasileiros
ocorreram sem licitagdo ou consulta a sociedade civil, agravando o risco de abusos e violagdes
de direitos.

Nao hé duavidas de que a situagao ¢ alarmante. O uso de tecnologias de reconhecimento
facial em espagos publicos, frequentemente sem consentimento, afronta diretamente preceitos
constitucionais basilares: a inviolabilidade da imagem e vida privada (art. 5°, X), o devido
processo legal (art. 5°, LIV) e o principio da igualdade substancial (art. 3°, IV). Embora a LGPD
reconhe¢a dados biométricos como sensiveis, sua exclusao do dmbito da seguranga publica cria
uma "zona cinzenta juridica". Essa lacuna intensifica o tratamento discriminatorio de dados,
sem garantias fundamentais e fiscalizagdo eficaz, naturalizando o uso de tecnologias intrusivas
sob o pretexto de protecdo social, mesmo ao comprometer direitos como a igualdade e a ndo
discriminacao.

Essa auséncia de regulacao eficaz, contudo, ndo atua isoladamente: ela se alia a um
problema ainda mais profundo, enraizado na prépria arquitetura dos sistemas algoritmicos

utilizados nesses contextos. O funcionamento da inteligéncia artificial — especialmente no
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modelo de aprendizado supervisionado — reproduz e potencializa desigualdades sociais
preexistentes, uma vez que os algoritmos sdo treinados com base em dados previamente
rotulados por seres humanos, passando a incorporar os vieses e preconceitos de seus
programadores resultando em sistemas que nao apenas falham — mas falham de maneira
racializada.

Ingride Coelho da Costa, Thamiris Lima de Araujo e Rosalia Maria Carvalho Mourdo,
no artigo intitulado "Racismo Algoritmico: o reconhecimento facial em desconformidade aos
direitos fundamentais", ensina que a auséncia de participacao da populagdo preta na criacao e
no desenvolvimento dessas tecnologias contribui para sua marginalizagdo. Isso acarreta
prejuizos econdmicos e reforca um ciclo de exclusdo que atravessa tanto os meios tradicionais
quanto os digitais.

Nesse contexto, o reconhecimento facial automatizado, quando usado como critério
exclusivo para atuagdo policial ou persecucdo penal, configura prova ilegitima e
discriminatoria, violando o devido processo legal. Tal pratica estabelece uma presuncgao
indevida de culpa, baseada em mecanismos de identificacao probabilisticos e estruturalmente
enviesados por marcadores raciais, reeditando digitalmente antigas técnicas de vigilancia

seletiva incompativeis com um Estado Democratico de Direito.

2.2. Aprendizado de Maquina e a Reatualizacao da Discriminac¢ao Penal

Com o avango das tecnologias digitais e a aplicagdao de sistemas de reconhecimento
facial, a confiabilidade dos dados usados no treinamento desses algoritmos torna-se pertinente.
O machine learning, principal método de aprendizado, baseia-se na analise de grandes volumes
de dados para identificar padrdes, trazendo, porém, desafios aos desenvolvedores em relagao a
curadoria e filtragem de dados, visto que a vasta quantidade de informagdes online impede uma
verificagdo minuciosa de todo o conteudo. Como consequéncia, a utilizagdo de dados
enviesados no treinamento de modelos de machine learning compromete a imparcialidade dos
algoritmos. Afinal, o que se pode esperar de uma maquina cujo aprendizado ¢ pautado por
milhares de decisdes preconceituosas?

Em 2019, um jovem negro de 25 anos, portador de deficiéncia mental, foi
erroneamente identificado como assaltante por um sistema de reconhecimento facial, sendo
abordado de forma violenta enquanto se dirigia ao hospital acompanhado de sua mae. Esse
episodio ilustra claramente como a qualidade dos dados utilizados no machine learning pode
comprometer seu funcionamento, refletindo vieses estruturais presentes na propria base de
dados. Esse fendmeno tem sido denominado de "racismo algoritmico", refletindo o aprendizado
das maquinas a partir de dados historicamente marcados por preconceitos, resultando em
praticas discriminatorias do algoritmo que, em tese, deveria operar de forma imparcial.

Percebe-se entdo que essa dindmica contribui para a estigmatizagao ¢ marginalizagdo

de grupos racializados, notadamente a populacdo negra, comprometendo completamente a
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suposta neutralidade da tecnologia, intensificando a vigilancia de dareas periféricas e
marginalizadas, muitas vezes negligenciando delitos ocorridos fora dessas regides.

Trata-se, portanto, da automatizagao do racismo estrutural, disfar¢cada sob a aparéncia
de neutralidade técnica. Essa distor¢do caracteriza o que autores denominam “dupla opacidade”
ou opacidade algoritmica: de um lado, uma opacidade tecnoldgica, que dificulta a auditoria e a
contestacdo dos critérios utilizados pelos sistemas de inteligéncia artificial — a chamada
“caixa-preta algoritmica”; de outro, uma opacidade ética, marcada pela auséncia de
transparéncia institucional, de prestacdo de contas e de controle democratico. Nesse cenario,
essa blindagem técnica contribui para a naturalizacdo dos erros como “danos colaterais
aceitaveis”, sobretudo quando afetam corpos racializados e periféricos, alimentando um ciclo
vicioso de discriminagdo contra populagdes marginalizadas, gerando aumento nas prisdes €

ainda mais dados enviesados que serdo utilizados para treinar futuros sistemas.

2.3 - Tecnologia De Vigilincia E Direito Penal: Reconhecimento Facial, Racismo
Estrutural E O Enfraquecimento Das Garantias Constitucionais.

O avango das tecnologias de vigilancia no campo da segurang¢a publica tem acentuado
um dos dilemas mais criticos do nosso tempo: como conciliar o uso de ferramentas tecnologicas
com o respeito irrestrito aos direitos fundamentais? A recente autorizacdo, formalizada pelo
Ministério da Justica em 30 de junho de 2025, para o uso de sistemas de IA com reconhecimento
facial a distancia, recoloca com urgéncia essa discussao no cenario juridico nacional.

A nova norma permite a aplicagdo da tecnologia em investigagdes criminais,
localizacdo de pessoas desaparecidas, recaptura de foragidos e acdes em presidios, desde que
haja autorizagdo judicial e inexisténcia de meios menos gravosos para a obtencdo de provas.
Em situagdes excepcionais — como flagrantes de crimes com pena superior a dois anos ou risco
iminente a vida — os agentes poderdo utilizar o recurso, desde que comuniquem de forma
imediata o Judicidrio. A diretriz abrange a Policia Federal, Policia Rodoviéria Federal e 6rgaos
que utilizem recursos do Fundo Nacional de Seguranca Publica, com promessas de
padronizacdo, seguran¢a informacional e prevengao a vazamentos de dados sensiveis.

Contudo, a busca por eficiéncia investigativa acarreta um custo democratico. A pratica
do reconhecimento facial no Brasil revela violagdes sistematicas a garantias constitucionais,
atingindo predominantemente a populacdo negra e periférica. Levantamento da Rede de
Observatorios da Seguranga (2019) indica que 90% das prisdes por reconhecimento facial eram
de pessoas negras, com concentragdo de falsos positivos em estados como Bahia — lider no uso
da ferramenta - e Rio de Janeiro.

Esse padrdo corrobora a tese de autores como Baratta e Alexander: o sistema penal ¢
estruturalmente seletivo, agora intensificado por aparatos tecnoldgicos. O reconhecimento
facial, baseado em aprendizado supervisionado, ao ser alimentado por dados de entrada de
contextos sociais marcados pela desigualdade racial, acaba por automatizar discriminagdes ja

naturalizadas.
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A auséncia de regulagdo penal especifica agrava o cendrio. A Lei n° 13.709/2018
(LGPD), ao excluir o tratamento de dados para seguranga publica (art. 4°, III), cria um véacuo
normativo. Essa lacuna permite a coleta e o armazenamento de dados biométricos sensiveis (art.
5°, 1I) sem consentimento, transparéncia ou controle externo, violando principios
constitucionais como o contraditério, a ampla defesa e a presuncgdo de inocéncia.

Embora o Anteprojeto da LGPD Penal procure suprir essa lacuna, a tecnologia persiste
em uso massivo e opaco, sem balizas democraticas, com uma composi¢ao enviesada das bases
de dados, frequentemente com fotos de pessoas negras obtidas sem autorizacao, o que afronta
a LGPD e compromissos internacionais. Dentncias contra a Policia Civil da Bahia corroboram
que esses bancos de imagens sdo formados, em grande parte, por fotos de individuos negros
coletadas em abordagens policiais, redes sociais e cameras de seguranca - muitas vezes sem a
devida autorizacdo. Tais praticas ndo apenas ferem a LGPD, mas também violam diretrizes da
OCDE e a jurisprudéncia da Corte Interamericana de Direitos Humanos.

Do ponto de vista técnico, o reconhecimento facial apresenta falhas significativas, com
taxas de erro superiores a 90% entre pessoas negras ¢ mulheres. Apesar disso, a tecnologia
segue sendo equivocadamente utilizada como prova direta, embora a doutrina, assim como o
Delegado-Geral da Policia Civil de Sao Paulo, Ruy Ferraz Fontes, o reconhecimento facial ndo

deve ser utilizado como prova isolada.

2.4 - A Tlusao Da Neutralidade Tecnolégica E A Urgéncia De Regulacio.

O reconhecimento facial cria uma falsa ilusdo de neutralidade e imparcialidade
tecnoldgica. Apesar de sua aparente objetividade, estudos internacionais, como os do Instituto
Nacional de Padroes e Tecnologia dos Estados Unidos (NIST), revelam que os algoritmos
desses sistemas reproduzem erros estruturais dos dados de treinamento, evidenciando um
déficit de adaptacdo a realidade brasileira. Isso ocorre porque os sistemas mais populares sao
desenvolvidos em paises norte americanos ou europeus cujos bancos de dados ndo contemplam
a diversidade fenotipica do Brasil, marcada por sua miscigenacao, tragos mestigos e pluralidade
étnica.

Essa inadequacado tecnoldgica, somada a falta de diversidade racial nos ambientes de
desenvolvimento, perpetua desigualdades. Conforme Mourdo et al. (2022) salienta, a auséncia
da participacdo de pessoas negras no desenvolvimento de tecnologias aprofunda a
marginalizacdo digital, transformando algoritmos em instrumentos de invisibilizagdo e
criminalizagdo. Esse cenario ¢ agravado em polos tecnoldgicos - como o Vale do Silicio -, onde
a homogeneidade étnica de pesquisadores, majoritariamente brancos, favorece a reprodugao
inconsciente de vieses em projetos que deveriam ser neutros. Isso reflete uma estrutura social
mais ampla, na qual a “hegemonia da brancura”, como observa Bastos (2016), impede o
questionamento de privilégios e a preocupacao com desvantagens impostas a outros grupos.

Consequentemente, a auséncia de representatividade de perfis miscigenados nos

bancos de dados originais compromete tanto ndo a precisdo como a justica no uso dessas
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ferramentas no ambito do processo penal. Diante dessa realidade, em um Estado Democratico
de Direito, ¢ inadmissivel que a inovacdo seja mobilizada como instrumento de opressdo e
seletividade. Urge a suspensdo imediata do uso indiscriminado dessa tecnologia, até que normas
claras estejam em vigor, com (I) exigéncia de autorizacdo judicial prévia, (II) auditorias
independentes dos algoritmos, (III) controle social efetivo e (IV) total transparéncia sobre o
ciclo de dados.

A eficiéncia ndo pode justificar a corrosdo da dignidade humana. A seguranga publica,
para ser legitima, deve estar a servico da cidadania — e ndo da reprodu¢do automatizada do

racismo de Estado.

6. Consideracoes Finais

A utiliza¢dao do reconhecimento facial no processo penal, embora promissora, exige
rigorosa regulacdo juridica. Sua aplicacdo deve estar condicionada a existéncia de normas
especificas, auditorias independentes e continuas dos algoritmos, garantia de contraditério
técnico e vedagdo expressa ao seu uso exclusivo como fundamento de medidas cautelares. A
eficacia da persecugdo penal ndo pode se sobrepor as liberdades individuais nem as garantias
constitucionais. Sem critérios normativos claros, essa tecnologia representa um perigoso
retrocesso, capaz de aprofundar a seletividade penal e as injustigas historicas.

O crescimento da IA transferiu decisdes sensiveis a sistemas algoritmicos que
influenciam milhdes de vidas. Contudo, a pretensa neutralidade dessas tecnologias nao resiste
a andlise critica. os algoritmos replicam dindmicas de exclusdo e violéncia estrutural do mundo
offline, manifestando-se no Brasil na reproducao de praticas de racializa¢do contra a populagao
negra.

Este trabalho demonstrou que os mecanismos de IA, quando ndao submetidos a
regulamentacgdes solidas e a uma fiscalizagdo comprometida com os direitos fundamentais,
incorporam os pilares do racismo estrutural. Dai a necessidade urgente de controle publico,
transparéncia e participagdo social em sua formulagdo, desenvolvimento e aplicacdo. Ao
abordar o conceito de racismo algoritmico com base em casos concretos, evidencia-se que, sem
enfrentamento critico e normativo, a IA deixa de ser um instrumento de progresso e passa a

operar como vetor de opressdo tecnologica.
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