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Apresentacao

Entre os dias 30 de setembro e 3 de outubro de 2025, a Faculdade de Direito de Franca
recebeu o |11 Congresso Internacional de Direito, Politicas Publicas, Tecnologia e Internet. O
evento reuniu académicos, profissionais, pesquisadores e estudantes, promovendo o debate
interdisciplinar sobre o impacto das inovactes tecnol 6gicas no campo juridico e nas politicas
publicas. A programacdo envolveu Grupos de Trabalho (GTs) organizados para aprofundar
temas especificos, abordando desde o acesso a justica até as complexidades da regulacéo
tecnoldgica, com énfase na adaptacdo do sistema juridico aos avancos da inteligéncia
artificial e da automagéo.

O GT 9 examina as novas fronteiras do direito penal em meio a criminalidade virtual. As
comunicagdes abordam o uso de reconhecimento facial, deepfakes e provas digitais,
destacando riscos a privacidade e a integridade processual. O grupo busca construir
parémetros juridicos que assegurem a protecdo de direitos fundamentais diante dos desafios
tecnol 6gicos contemporaneos.



OSREFLEXOSDA APLICACAO DE TECNICASDE DEEPFAKE NO DIREITO
BRASILEIRO E A PROTECAO DE CRIANCASE ADOLESCENTES

THE IMPACTS OF DEEPFAKE TECHNIQUESIN BRAZILIAN LAW AND THE
PROTECTION OF CHILDREN AND ADOLESCENTS

Cinthia Obladen de Almendra Freitas1
Daniele Deidio 2

Resumo

A pesquisa analisa os limites do ordenamento juridico brasileiro quanto ao aliciamento de
criancas e adolescentes utilizando técnicas deepfake. Pelo método dedutivo e procedimentos
bibliogréficos, analisou-se como essa tecnologia € utilizada por criminosos no ambiente
digital e suas consequéncias juridicas. Compreendeu-se que aliciadores podem utilizar
técnicas deepfake para conhecer, se aproximar, facilitar o convencimento e abusar das
vitimas. Constatou-se que, embora existam normas de protecéo a imagem e personalidade,
ndo ha regulamentacao especifica sobre deepfake, especialmente no contexto de aliciamento.
Conclui-se ser necessaria a criagao de leis especificas que abranjam o uso de deepfake contra
criancas e adol escentes.

Palavras-chave: Aliciamento, Deepfake, Ordenamento juridico brasileiro, Criancas e
adolescentes, Direito e tecnologia

Abstract/Resumen/Résumé

This research analyzes the limits of the Brazilian legal system regarding the grooming of
children and adolescents using deepfake techniques. Using deductive method and

bibliographic procedures, it examines how criminals in the digital environment and its legal
consequences use this technology. It was understood that groomers could use deepfake
techniques to identify, approach, facilitate the persuasion, and abuse victims. Although there
are laws about image and personality rights, there is no specific regulation on deepfake,
especially in grooming contexts. Specific laws are necessary to cover deepfake usage against
children and adol escents.

K eywor ds/Palabr as-claves/M ots-clés. Grooming, Deepfake, Brazilian legal system,
Children and adolescents, Law and technology
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1. INTRODUCAO

A atividade humana do reconhecimento facial tornou-se passivel de reproducdo por
computador por meio de técnicas de reconhecimento de imagens, integrantes dos ramos de
Visao Computacional e Aprendizagem de Maquina pertencentes a ciéncia da Inteligéncia
Artificial (IA). Mas € possivel simular computacionalmente um rosto humano? Ou se passar
por outra pessoa, de modo a enganar alguém? Ambas as respostas sdo afirmativas. A tematica
do uso de técnicas de deepfake e aliciamento de criangas e adolescentes (grooming) foi
apresentada na novela “Travessia”! e é o contexto da pesquisa ora realizada.

Ao mesmo tempo em que a Internet simplifica as operacdes, insere um fator restritivo
e aponta para um universo de estudos sobre seguranga, confiabilidade e autenticidade de dados,
entre eles, os denominados crimes cibernéticos. Quando o assunto envolve crianca e
adolescente, a preocupagdo ¢ ainda maior, pois tém agucado o espirito por descoberta e ao
mesmo tempo “pouca maturidade” e precaugdo com o uso da tecnologia, avaliando de modo
simplificado as consequéncias de suas a¢des. A ingenuidade torna criangas e adolescentes alvos
faceis para os mais variados tipos de assédio, especialmente o aliciamento.

Tal problema ¢ relevante ao Direito Criminal e a Criminologia, mas envolve o estudo
de técnicas computacionais para compreender o uso das técnicas de deepfake com o intuito de
ludibriar criangas e adolescentes. O estudo tem por base a Teoria da Comunicagdo Ludibriante

(Luring Communication Theory)®.

2. OBJETIVOS

O objetivo geral da pesquisa foi o estudo dos limites no direito brasileiro para coibir
ou mitigar os riscos de aliciamento de criancas e adolescentes por meio de técnicas de deepfake.
Assim, guiou-se o objetivo geral pelos objetivos especificos: (i) O que € deepfake e como ¢
aplicado para ludibriar criangas e adolescentes nas redes sociais? (i1) O aparato normativo
brasileiro, com relacdo a protecdo de criangas e adolescentes, impede a aplicagdo de deepfake
com o intuito de aliciamento na Internet? (iii) Além do aparato normativo brasileiro, que outros

setores podem auxiliar na preven¢ao do aliciamento de criangas e adolescentes na Internet?

3. METODOLOGIA

Utilizando-se do método dedutivo e procedimentos bibliograficos, realizou-se a leitura
e analise de obras bibliograficas e artigos cientificos sobre os temas: aliciamento, 1A, deepfake
e reconhecimento de imagens. Em primeiro lugar, buscou-se compreender a contextualizagao
sobre a possibilidade de utilizagdo de técnicas deepfake para aliciar criangas/adolescentes. E,

ainda, compreender de que forma técnicas baseadas em IA e técnicas de deepfake funcionam e
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em que medida estdo disponiveis para os usudrios. Além disso, foi abordado como agem os
aliciadores, em especial no ambiente digital. Para a coleta e selegdo do material bibliograficos
foram definidos argumentos de pesquisa (palavras-chaves), tais como: “inteligéncia artificial”,
“aliciamento” e “deepfake’”; selecionando-se os materiais que mais se adequaram ao objetivo
da pesquisa, levando em consideracdo a relevancia e a atualidade dos conteudos.

Para facilitar a compreensdo acerca dos limites normativos existentes na legislagao
brasileira, tornou-se fundamental compreender as leis vigentes no pais acerca da protecdo da
crianca/adolescente e ao uso de técnicas de deepfake. Foi abordada a abrangéncia das principais
normativas brasileiras vigentes relacionadas a tematica e, posteriormente, identificada suas
lacunas quanto as técnicas deepfake. Ressalta-se que o artigo ¢ resultado de projeto de pesquisa

aprovado em edital CAPES/PROCAD — SPCF (Seguranca Publica e Ciéncias Forenses).

4. DESENVOLVIMENTO DA PESQUISA
Apresenta-se a seguir, de forma sumariada, o desenvolvimento da pesquisa, destacando-
se os resultados obtidos a partir de: (i) levantamento bibliografico, (ii) normativas brasileiras e

(ii1) técnicas de deepfake e aliciamento de criancas e adolescentes por meio da Internet.

4.1. LEVANTAMENTO BIBLIOGRAFICO

ATA é um ramo da Ciéncia da Computag@o que se originou na década de 1950 e vem
sendo bastante pesquisado e aprimorado. Suas defini¢des, se enquadram em quatro linhas de
pensamento, sendo sistemas que: pensam ou atuam como seres humanos; pensam ou atuam
racionalmente. Os dois primeiros aferem a fidelidade ao desempenho humano, enquanto os
Giltimos comparam a ciéncia da IA ao conceito ideal de inteligéncia, denominado racionalidade®.
Um sistema inteligente ¢ capaz de reproduzir capacidades humanas®. J4 um sistema racional é
aquele preparado para se moldar a cada situagdo e adotar a melhor a¢io possivel®. Assim,
entende-se que o termo IA ¢ utilizado, normalmente, para fazer referéncia a algoritmos
implementados em maquinas que executam func¢des cognitivas humanas associadas com a
propria mente e aprendem com elas, ou melhor, sdo treinados a partir delas.

Com foco no processamento digital de imagens, tem-se que os sistemas incluem
métodos e técnicas que possibilitam capturar, armazenar e processar imagens digitais®. As
técnicas deepfake vao além do reconhecimento de padrdes, sendo possivel substituir (adulterar)
a face de uma pessoa por outra em uma imagem digital ou video. Para isso, Freitas explica que
sao utilizados algoritmos denominados Deep Learning (Aprendizagem Profunda), os quais
implementam estruturas semelhantes a rede neural do cérebro humano, de modo que os dados

sdo submetidos a inimeras camadas (/ayers) de processamento ndo linear, simulando a maneira
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de acionar os neurdnios. Portanto, Deep Learning especifica uma classe de redes neurais
artificiais, que por sua vez sdo uma classe especial de algoritmos de Machine Learning,
aplicaveis ao processamento de linguagem natural, visdo computacional e robotica. Quando o
objetivo ¢ gerar e/ou substituir faces humanas em imagens e videos, tais algoritmos sao
aplicados a fim de extrair caracteristicas faciais de uma pessoa em diversos angulos e/ou
movimentos, e depois usar tais informag¢des na criacio de imagens/videos adulterados®.

Os primeiros relatos da utilizagdo de técnicas de deepfake ocorreram em 2017 e a
medida em a técnica foi aperfeigoada, seus resultados se tornaram extremamente convincentes,
ficando cada vez mais dificil, para um ser humano, diferenciar a imagem/video real da criada
artificialmente. Apesar de se tratar de um processo complexo, atualmente, existem diversos
aplicativos que a disponibilizam para qualquer usuario, permitindo que até mesmo pessoas
leigas em tecnologia produzam com facilidade e agilidade imagens e videos adulterados’.

Entretanto, tantas inovagdes trazem preocupacdes. Sao varias as possibilidades de
ilicitos que podem ser cometidos com a utilizagdo das técnicas de deepfake, onde os agressores
véem uma oportunidade de se valer dos avancgos tecnologicos para diversificar suas abordagens
as vitimas. Uma das situacdes especificas em que a deepfake pode ser aplicada por pessoas com
ma intengdo € o aliciamento de criangas e adolescentes. Na literatura inglesa, o aliciamento ¢
referenciado pelos termos grooming ou enticement, sendo o primeiro utilizado para situacdes
dentro do ambiente familiar e o segundo em casos de aliciamento no ambiente digital>®”.

A Teoria da Comunicag@o Ludibriante (Luring Communication Theory), proposta por
Olson et al.'®, também abordada por Santin®, Santin et al.® e Freitas, Barbosa e Santin?,
apresenta os estagios desenvolvidos pelos aliciadores para atrair suas vitimas, englobando as
seguintes etapas: (1) ganho de acesso, momento em que o agressor busca conhecer, aproximar-
se e construir uma relagdo com a vitima; (i) verdade enganosa, fase em que os agressores
utilizam meio de estratégias de convencimento para ganhar sua confiancga, e (iii) iniciagdo e
manuten¢do do relacionamento sexual, que envolve o inicio do ato sexual e, normalmente por
meio de coacdo, ameagas ou simplesmente convencimento da vitima, mantém o abuso sexual.

Com isso, vez que aliciadores tém acesso as técnicas de deepfake, fez-se necessario

compreender as normas brasileiras relativas a protecao de criangas e adolescentes na internet.

4.2. NORMATIVAS BRASILEIRAS
O Estatuto da Crianga e do Adolescente (ECA)!! ¢ a principal normativa brasileira de
protecdo a infincia e adolescéncia. O aliciamento de criangas por meio da Internet € tipificado

no artigo 241-D que abarca as seguintes condutas: aliciar, assediar, instigar ou constranger,
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através de qualquer meio de comunicagao, crianga com o fim de com ela praticar ato libidinoso.
Entretanto, possui uma brecha na redacdo ao ndo fazer mencao aos adolescentes, sendo que, s6
¢ possivel punir por meio do artigo 241-D o agente que praticar aliciamento contra pessoa de
até 12 anos incompletos, conforme disposi¢ao do artigo 2°, do mesmo diploma legal.

No que diz respeito a regulamentagdo do meio digital, ja foram criadas normas que
combatem os crimes praticados na rede mundial de computadores, entre elas se destacam a Lei
de Crimes Informaticos'?, o Marco Civil da Internet'® e a Lei Geral de Protecio de Dados
Pessoais (LGPD)!'*. Apesar da evolugio legislativa acerca do uso da Internet, com diversos
trechos que remetem a proteg¢do do direito a imagem e personalidade no meio digital, ndo ha
previsdo expressa sobre aplicacdo de técnicas deepfake. Na época em que essas leis foram
promulgadas tais ferramentas baseadas em sistemas de IA sequer haviam sido criadas ou ainda
pouco se falava dessa tecnologia no Brasil. Observa-se um movimento em coibir tais praticas
por meio de projetos de lei, a saber: (i) PL 5.241/2023'° que objetiva tipificar o crime de
divulgacio de deepfake durante periodo de campanha eleitoral; (i) PL 5.242/2023'¢ que
dispdem sobre a vedagdo a criagdo, utilizagcdo e propagagdo de deepfake no ambito eleitoral;
(iii) PL 5.467/2023'7 que busca reconhecer a divulgacio de conteudo falso sexual como
violéncia doméstica e familiar e criminalizar a divulgacdo de registro falso ndo autorizado de
conteudo com cena de nudez ou ato sexual ou libidinoso. Apesar destas iniciativas, nenhuma
delas se volta ao criminoso que se utiliza de tais técnicas para ludibriar criangas e adolescentes.

Entende-se pela necesséaria criagdo de normativas que coibam expressamente as
questdes relativas ao desenvolvimento, colocagdo no mercado, supervisao e uso de sistemas de
IA com foco em deepfake tendo como alvo criangas e adolescentes. H4 que se comentar ainda

o PL 2.338/2023'¥ que visa regulamentar o uso de sistemas de IA no Brasil.

43. TECNICAS DE DEEPFAKE E ALICIAMENTO DE CRIANCAS E
ADOLESCENTES PELA INTERNET

O uso de técnicas deepfake para aliciar criancas e adolescentes na Internet mostra-se
atrativo aos agressores, pois permite fazer se passar por outra pessoa de forma acessivel e
realista. A novela “Travessia” ilustrou esse cenario, ao retratar uma jovem enganada por um
aliciador que utilizava técnicas deepfake para se passar por uma modelo e influenciadora digital.
Fora da ficgdo, infelizmente, esse cenario pode ser replicado de maneira relativamente simples
por meio de aplicativos que disponibilizam a deepfake gratuitamente. Com uma rapida pesquisa
online, aliciadores podem encontrar ferramentas de criagdo de imagens/videos para gerar de

modo surpreendente situagdes realistas e usa-las para atrair e enganar suas vitimas.
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Tal fato, somado a inocéncia das criancas e adolescentes, pode ser explorado pelos
aliciadores na Internet, que usam técnicas deepfake para aproximar-se, facilitar o
convencimento e abusar das vitimas. O anonimato propiciado nas redes sociais oferece uma
sensagao de impunidade para os criminosos, que acreditam estar livres de investigagdes, criando
confianga para a pratica dos delitos. Essas manipulagdes podem comecar com conversas
inofensivas, e evoluir para uma relagdo de confianca onde as vitimas se sentem confortaveis
para compartilhar informagdes pessoais e se envolver em atividades comprometedoras.

Infelizmente, por ser uma inovagao tecnoldgica recente, a legislacdo brasileira nao
prevé leis especificas aplicaveis para casos que envolvem o uso de técnicas deepfake no
aliciamento de criangas e adolescentes na Internet. Entretanto, ha outras normativas aplicaveis,
embora existam lacunas que ainda precisam ser regulamentadas.

No Brasil, o aliciamento de criangas na Internet independe da pratica de ato libidinoso.
Entretanto, hd uma lacuna na norma ao nao incluir adolescentes no sujeito passivo do tipo, o
que deixa o grooming praticado contra maiores de 11 anos sem tipificagdo penal. Possivelmente
os legisladores entenderam que, a partir dessa idade, haveria maturidade suficiente para lidar
com a abordagem e identificar possiveis aliciadores online. Talvez os adolescentes ndo tenham
sido incluidos porque ndo fizesse sentido punir quem assedia uma pessoa nessa faixa etaria, ja
que o proprio ordenamento juridico brasileiro prevé que ato libidinoso com maior de 14 anos
ndo configura crime de estupro de vulneravel'®. Todavia, essa divergéncia nas idades existente
entre as tipificagdes pode gerar incongruéncia no ordenamento juridico acerca de qual idade a
pessoa passaria a ter discernimento e maturidade suficientes para fazer determinadas escolhas.

E contraditorio estabelecer presuncdo de violéncia na prética de atos libidinosos com
pessoa menor de 14 anos de idade, justamente porque foi entendido pelos legisladores que nessa
idade ndo haveria maturidade para o consentimento, e ndo incluir essa faixa etaria na tipificacao
do crime de grooming. Inclusive, foi consolidado pela Stmula 593 do Superior Tribunal de
Justica que a presungio de violéncia inerente ao crime de estupro de vulneravel é absoluta®’.
Assim, nessa logica, deveria se presumir violéncia na pratica de grooming contra jovens de 12
a 13 anos, porém isso ndo acontece no ordenamento juridico brasileiro.

Ademais, ndo ha disposicao especifica que regulamente o uso de técnicas de deepfake,
apesar do Marco Civil da Internet ¢ da LGPD estabelecerem direitos e deveres quanto a
protecdo do direito a imagem e personalidade no ambiente digital, tais disposi¢cdes sdo
genéricas. Nesse sentido, os projetos de lei desenvolvidos devem ser analisados com urgéncia,
a fim de preencher as lacunas legislativas existentes no ordenamento juridico brasileiro,

especialmente o PL 2.338/2023, em tramite no Congresso Nacional.
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5. CONCLUSAO

A presente pesquisa teve como objetivo analisar os limites do direito brasileiro para
coibir ou mitigar os riscos de aliciamento de criangas e adolescentes por meio de técnicas de
deepfake. Observou-se que a utilizagdo de imagens/videos manipulados pode ser uma
ferramenta poderosa e de facil acesso para os criminosos a fim de auxiliar no convencimento
das vitimas. Quando se trata de criangas e adolescentes a preocupacdo ¢ ainda maior, devido ao
pouco discernimento e inocéncia desse grupo, que facilita a atuagcdo dos aliciadores.

Ao averiguar as normativas brasileiras acerca do tema, notou-se que embora o pais
possua legislacdo especifica e abrangente para a protecdo de criangas ¢ adolescentes, ainda
existem lacunas significativas quando se trata do uso de novas tecnologias para aliciamento. O
artigo 241-D do ECA criminaliza o aliciamento de criangas, mas nao estende essa protecao aos
adolescentes, deixando uma area cinzenta na lei. Além disso, ndo ha mencao especifica ao uso
de deepfake, o que pode complicar a identificagdo e a puni¢ao desses crimes. O Marco Civil da
Internet ¢ a LGPD fornecem um quadro geral para a prote¢ao de direitos no ambiente digital,
mas ndo abordam as nuances especificas das técnicas de deepfake.

Assim, conclui-se que hd uma lacuna na legislagao brasileira em relacdo a protecao de
criangas ¢ adolescentes contra o uso de deepfakes para aliciamento. A criagdao e aprovacao de
leis especificas, bem como a tramitacdo urgente de projetos de lei que abranjam a tematica sao
essenciais para garantir uma protecao juridica eficaz. Em suma, a pesquisa reflete a necessidade
de uma atualizacdo legislativa continua que acompanhe a evolugado tecnoldgica, garantindo que
o ordenamento juridico brasileiro seja capaz de responder adequadamente as novas formas de
atuacao da criminalidade que surgem com o avango das tecnologias digitais, contribuindo para

o estabelecimento de um ambiente digital mais seguro para criangas e adolescentes.
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