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Apresentacao

Entre os dias 30 de setembro e 3 de outubro de 2025, a Faculdade de Direito de Franca
recebeu o |11 Congresso Internacional de Direito, Politicas Publicas, Tecnologia e Internet. O
evento reuniu académicos, profissionais, pesquisadores e estudantes, promovendo o debate
interdisciplinar sobre o impacto das inovactes tecnol 6gicas no campo juridico e nas politicas
publicas. A programacdo envolveu Grupos de Trabalho (GTs) organizados para aprofundar
temas especificos, abordando desde o acesso a justica até as complexidades da regulacéo
tecnoldgica, com énfase na adaptacdo do sistema juridico aos avancos da inteligéncia
artificial e da automagéo.

O GT 9 examina as novas fronteiras do direito penal em meio a criminalidade virtual. As
comunicagdes abordam o uso de reconhecimento facial, deepfakes e provas digitais,
destacando riscos a privacidade e a integridade processual. O grupo busca construir
parémetros juridicos que assegurem a protecdo de direitos fundamentais diante dos desafios
tecnol 6gicos contemporaneos.



A INTELI~GI§NCIA ARTIFICIAL NO RECONHECIMENTO DE SUSPEITOS: UMA
REFLEXAO DE SEU USO A LUZ DOSDIREITOSE GARANTIAS PROCESSUAIS
PENAISDO INVESTIGADO

ARTIFICIAL INTELLIGENCE IN THE RECOGNITION OF SUSPECTS: A
REFLECTION ON ITSUSE IN LIGHT OF THE RIGHTSAND CRIMINAL
PROCEDURAL GUARANTEESOF THE INVESTIGATED

Wander son dos Santosda Silva
Jodo Pedro Ribeiro Dos Santos
Jodo Pedro de Oliveira Silva

Resumo

O presente resumo tem como finalidade demonstrar como 0 avanco do uso da tecnologia
pode afetar significativamente os direitos e garantias fundamentais de investigados na fase
pré-processua penal ja que esta sendo constantemente feito o uso da inteligéncia artificial no
reconhecimento de suspeitos, 0 que pode configuar uma violacdo de direitos e garantias
fundamentais e processuais se houver erro naandlise dainteligéncia artificial.

Palavras-chave: Reconhecimento de suspeitos, Inteligéncia artificial, Direito e garantias
fundamentais

Abstract/Resumen/Résumé

This summary aims to demonstrate how the advancement of the use of technology can

significantly affect the fundamental rights and guarantees of those investigated in the pre-
criminal procedural phase, since artificial intelligence is constantly being used to recognize
suspects, which may constitute a violation of fundamental and procedural rights and

guaranteesif thereis an error in the analysis of artificial intelligence.

K eywor ds/Palabr as-claves/M ots-clés. Suspect recognition, Artificial intelligence,
Fundamental rights and guarantees
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INTRODUCAO

O reconhecimento de pessoas ¢ um procedimento previsto na legislagdo processual
penal sendo considerado de extrema importancia para as garantias processuais penais bem como
os direitos do investigado, estando presente legalmente nos arts. 226 a 228 do CPP, nessa
perspectiva, podem surgir novas formas de investigacdes criminais como o uso da inteligéncia
artificial ja que esta, esta se tornando cada vez mais comum atualmente, estando presente em
diversos ramos de estudos como nas areas de seguranca publica onde se pode utilizar como
exemplo o seu uso em aeroportos, como também, estd sendo usada no reconhecimento de

pessoas no ambito das investigagdes criminais.

E importante lembrar que o uso da inteligéncia artificial pode ajudar de diversas
maneiras, contudo, devem ser utilizadas de maneira coerente com a necessidade da demanda
caso ela nao seja utilizada de maneira correta e coerente pode gerar diversos problemas
especialmente se for utilizada para fins de que auxiliam o poder judiciario como no caso das
investigagdes criminais, assim, o uso da inteligéncia artificial quando se trata com questdes que
envolvem os direitos e garantias processuais penais pode ser uma potencial reprodutora de
vicios e opressdes comuns no reconhecimento de pessoas previsto na legislagdo processual

(Machado; Barros, 2024, p. 3).

Nesse sentido, a inteligéncia artificial acaba sendo mais uma espécie de transtorno
investigativo do que uma ferramenta que possui o objetivo de auxiliar nas investigacdes
criminais, gerando violagdes a principios constitucionais como a presunc¢ao de inocéncia, além
de configurar um refor¢o ainda maior ao sistema inquisitivo que ndo ¢ utilizado no Brasil pois
o uso das Inteligéncias artificiais no reconhecimento de pessoas pode criar um padrao facial
devido ao histdrico e experiéncia vivida pela propria IA quando tiver que ser utilizada por
muitas vezes e periodos, onde no qual o reconhecimento facial permite a captura e identificacao
de imagens ocultas, remotas e em massa, o que ¢ incluido em um banco de dados acrescentando

as vestimentas da pessoa bem como com quem ela esta acompanhada se for o caso (Lima, 2023,

p- 19).

Sendo assim, o objetivo geral desse resumo expandido pretende demonstrar como o
uso da inteligéncia artificial utilizado nas fases investigativas, ou seja, fase pré-processual

penal, pode interferir na promocgao e concretizagdo de principios e direitos fundamentais dos
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acusados como a presuncdao de inocéncia, devido processo legal, dentre outros principios
importantes do Direito Processual Penal; j4 em relacdo aos objetivos especificos o resumo
expandido vai avaliar certos casos em que o uso da inteligéncia artificial causou
constrangimentos as pessoas que foram usadas como padrao de comparagdo da inteligéncia

artificial para localizar o possivel autor dos fatos.

Nessa pesquisa sera utilizado o método dedutivo devido a abrangéncia do assunto
tratado, como também a pesquisa bibliografica e documental para avaliar os casos em que
ocorreram o equivoco da IA sobre determinadas pessoas, também serd utilizado o método
dialético ja que ele possibilita fazer um confronto de ideologias acerca do tema abordado com

o crescente avango e uso das [As.

DESENVOLVIMENTO

Como dito anteriormente, existe uma problematica no uso da inteligéncia artificial que
seria o uso de seus algoritmos utilizados para localizar possiveis autores de um crime e isso
pode causar uma certa confusdo da IA quando nos seus métodos de localizagdo, dessa forma,
no que diz respeito ao reconhecimento entre pessoas dois vicios podem se encontrar presentes:
a presenca de um potencial suspeito que seria o reconhecimento show-up que seria o caso em
que apenas um suspeito ou sua fotografia ¢ apresentado para a vitima ou testemunha ou o
reconhecimento mug-book que seria a apresentagdo para a vitima de um catalogo de possiveis
suspeitos de um crime devendo a vitima em ambos os casos apontar o possivel auto do crime

(Machado; Barros, 2024, p. 4).

Assim, quando a inteligéncia artificial ¢ utilizada para auxiliar nas investigacoes
criminais no reconhecimento de pessoas pode reproduzir problemas similares ao
reconhecimento humano tradicional, também ¢ importante destacar que o Brasil carece de
regulamentagdo especifica sobre o uso dessa tecnologia em segurancga publica, j4 que a lei

13.709, conhecida pela lei da protecao de dados nao tutela esse aspecto (Lima, 2023, p. 9).

Nessa perspectiva, deve-se levar em consideragdo que os possiveis estereotipos que a
adocdo desse auxilio tecnologico pode causar, pode-se citar o caso dos Estados Unidos onde
85% dos suspeitos reconhecidos pela IA eram inocentes, sendo que apenas 0,1% destes

possuiam ligagdo com o crime, assim, foi adotada a politica de “parar-e-revisar” na cidade de
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Nova lorque que consiste em uma revisao dos resultados apontados pela IA (Machado; Barros,

2024, p. 8).

Erros cometidos por meio do reconhecimento facial também ja ocorreram no Brasil,
no carnaval de Salvador de 2025, um idoso de 71 foi erroncamente identificado como um
foragido da justi¢a durante o cortejo do bloco Perriot da Tradi¢do, outro caso similar ocorreu
quando um jovem foi identificado como possivel autor de um crime sendo confundido com um

carioca cerca de 20 anos mais jovem (Aqualtune Lab, 2025).

Assim, pode-se extrair que para fazer o uso correto da sistemas e algoritimos como
inteligéncia artificial e reconhecimento facial ¢ importante levar em consideragdo diversos
fatores com a iluminagdo do ambiente, o posicionamento do individuo da imagem, bem como
a homogeneidade fenotipica pois todos esses fatores podem ser utilizados pelo algoritmo da

inteligéncia artificial para o reconhecimento facial dos criminosos.

Outro aspecto que pode ser citado € o uso da tecnologia e sistemas automatizados para
que haja uma resolucdo rapida na solucdo de dilemas no que tange a criminalidade com o
objetivo de evitar que ocorram possiveis crimes (Lima, 2023, p. 14), ferindo indiretamente o
principio da presuncdo de inocéncia e o devido processo legal, importantissimos em nosso

ordenamento juridico que ¢ democratico em sua esséncia.

Entretanto, a inteligéncia artificial também pode ser considerado um avango
tecnologico para a localizacao de suspeitos apesar de cometer erros, em setembro de 2024, foi
langado um projeto que faz uso da inteligéncia artificial que faz leitura dos rostos e compara
com informagdes de banco de dados de seguranga publica, quando foi feito o uso dessa
tecnologia no Espirito Santo, foram capturados cerca de 200 criminosos apds serem flagrados
por uma das camaras com tecnologia de reconhecimento facial, o projeto foi langado pelo

governo do proprio Estado (Gazeta, 2025).

Nesse sentido, ¢ importante destacar que o uso da inteligéncia artificial bem como a
evolugdo da era tecnoldgica contribui substancialmente para a agilidade na vivéncia dos
cidaddos, apesar disso, elas devem ser utilizadas com cautela para ndo configurar erros e vicios

que fogem dos padrdes constitucionais adotados pela Constituicdo Federal de 1988.

CONCLUSAO
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Diante do exposto, ¢ correto afirmar novamente que o uso das tecnologias e
inteligéncia artificial garantem uma melhor celeridade nas investigacdes policiais, contudo,

deve ser usada com maxima cautela e revisada como adotado por Nova lorque.

Contudo, também traz erros graves quando ndo utilizada de maneira correta levando
em consideracdo fatores como iluminagdo, sombra dentre outros que permitem a IA identificar
com maior precisao os possiveis criminosos, sendo que se nao utilizada de maneira correta pode
reforcar formas de exclusdo secularmente praticadas contra a parcela mais vulneravel da

populacao (Machado; Barros, 2024, p. 15).

Também deve-se levar em consideragdo a auséncia de uma legislacao especifica com
o intuito de regular esse aspecto da tecnologia, o que pode abrir rechas para uma possivel
violagdo aos direitos e garantias fundamentais, uma que a fronteira entre a protecdo da

seguranca publica e a preservagao de liberdades individuais (Lima, 2023, p. 57).

Nesse viés, em um estado democratico de direito como no caso do Brasil se torna
essencial o uso de legislagdes que especifiquem certos aspectos e institutos fundamentais para

a convivéncia em uma sociedade justa e democratica.
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