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Apresentacdo

Entre os dias 30 de setembro e 3 de outubro de 2025, a Faculdade de Direito de Franca
recebeu o 111 Congresso Internaciona de Direito, Politicas Publicas, Tecnologia e Internet. O
evento reuniu académicos, profissionais, pesquisadores e estudantes, promovendo o debate
interdisciplinar sobre o impacto das inovagtes tecnol 6gicas no campo juridico e nas politicas
publicas. A programacdo envolveu Grupos de Trabalho (GTs) organizados para aprofundar
temas especificos, abordando desde o acesso a justica até as complexidades da regulacéo
tecnologica, com énfase na adaptacdo do sistema juridico aos avancos da inteligéncia
artificial e da automacéo.

O GT 6 discute o papel das politicas publicas e do direito digital na regulacdo da internet e
das novas tecnologias. Os trabalhos tratam de desinformacao, privacidade, responsabilidade
de plataformas e sustentabilidade no ambiente digital. O grupo reforga a importancia de um
uso ético e democrético datecnologiaem prol da cidadania e da transparéncia.
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THE INTERACTION BETWEEN GENERATIVE ARTIFICIAL INTELLIGENCE
AND THE RIGHT TO PRIVACY: RISKSAND LEGAL PROTECTIONS
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Resumo

Este estudo identificou lacunas na protecdo do direito a privacidade frente as tecnologias
emergentes, especialmente a inteligéncia artificial e Big Data. O objetivo foi investigar
conceitos, desafios éticos e implicagdes legais dessa intersegdo, adotando revisdo

bibliogréfica e andlise de legislacdo. Os resultados mostram que a opacidade dos sistemas de
IA compromete o controle de dados e a transparéncia, destacando o papel do direito a
explicagdo. Conclui-se que, apesar dos avancos legais no Brasil, sGo necessarias medidas
adicionais para acompanhar o ritmo das inovagdes tecnoldgicas e proteger efetivamente 0s
direitos fundamentais.

Palavras-chave: Privacidade digital, Inteligéncia artificial generativa, Transparéncia
algoritmica

Abstract/Resumen/Résumé

This study identified gaps in the protection of the right to privacy in the face of emerging
technologies, especialy artificial intelligence and Big Data. The objective was to investigate
concepts, ethical challenges, and legal implications of this intersection, using a bibliographic
review and legislative analysis. Results show that the opacity of Al systems hampers data
control and transparency, highlighting the role of the right to explanation. It is concluded
that, despite legal advancements in Brazil, additional measures are needed to keep pace with
technological innovations and effectively safeguard fundamental rights.

K eywor ds/Palabr as-claves/M ots-clés. Digital privacy, Generative artificial intelligence,
Algorithmic transparency
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1 Introducao

As tecnologias emergentes, principalmente a inteligéncia artificial e Big Data,
promovem a liberdade de expressao, mas suscitam novas questdes juridicas e sociais. A Big
Data permite o processamento de vastas quantidades de dados gerados diariamente, incluindo
buscas na internet, interagdes em redes sociais e registros cotidianos. Assim, cada a¢do on line
transforma-se em dados utilizdveis por sistemas de inteligéncia artificial, levantando
preocupacgoes sobre privacidade e controle das informagdes pessoais.

A interse¢do entre o direito a privacidade e a inteligéncia artificial (IA) generativa ¢
um tema de crescente relevancia na contemporaneidade, especialmente em um contexto
marcado pela rapida evolugdo tecnoldgica. O problema central que este trabalho busca explorar
¢: a utilizacao de IA generativa em tecnologias emergentes pode realmente resultar na violagdo
do direito a privacidade?

Para responder a essa questdo, o objetivo geral ¢ investigar os conceitos fundamentais,
desafios éticos e implicagdes legais que emergem dessa intersecdo. Os objetivos especificos
incluem: (1) compreender a opacidade da inteligéncia artificial e seu impacto no controle de
dados; (2) reavaliar o direito a privacidade a luz de inovagdes tecnologicas e Big Data,
referindo-se a privacidade digital; (3) examinar as garantias legais do direito a privacidade no
Brasil; e (4) analisar o direito a explicagdo em conexdo com a transparéncia algoritmica.

A relevancia deste estudo reside na crescente influéncia da inteligéncia artificial e do
Big Data na vida social, econdmica e juridica, especialmente quanto a protecao de dados e
privacidade digital. Com o avanco dessas tecnologias, surgem desafios inéditos a protecao dos
direitos fundamentais, como o direito a privacidade, exigindo andlise de suas implicagdes legais
e éticas. A compreensao das limitagdes e possibilidades de garantias juridicas e tecnoldgicas
para salvaguardar esses direitos ¢ essencial para orientar politicas publicas, legislagdes e
praticas corporativas responsaveis. Este trabalho busca contribuir para o entendimento critico
dessa complexa interse¢ao, promovendo reflexdo e proposi¢cdes de melhorias nas estruturas de
protecdo a privacidade em um mundo cada vez mais digitalizado.

O método utilizado ¢ o dedutivo, uma vez que se parte de conceitos gerais como o
direito a privacidade para a andlise particularizada desse direito no contexto da inteligéncia
artificial, com uma abordagem de revisdo bibliografica de artigos cientificos publicados em

livros e periodicos, além da analise de recortes legais sobre privacidade e protecao de dados.

2 A opacidade da inteligéncia artificial e seu impacto no controle de dados

11



A inteligéncia artificial (IA) é caracterizada como um conjunto de programas que
imitam capacidades humanas, permitindo que computadores realizem tarefas que envolvem
tomada de decisao baseada em dados (Russell; Norvig, 2020). No entanto, a opacidade desses
sistemas, muitas vezes referida como "caixas-pretas", apresenta um desafio significativo, pois
dificulta a compreensao de como os dados sdo processados e utilizados (Barroso; Mello, 2024).

Essa falta de transparéncia ndo apenas limita a capacidade dos individuos de controlar
suas proprias informagdes pessoais, mas também cria um ambiente propicio para violagdes do
direito a privacidade. Portanto, ¢ crucial o desenvolvimento de abordagens de inteligéncia
artificial explicével, que visem tornar mais claros os processos e fundamentos que orientam as
decisdes automatizadas, promovendo assim a confianca e a responsabilidade na utilizagao
dessas tecnologias (Gunning; Aha, 2019).

Diante do cenario apresentado, a opacidade da inteligéncia artificial representa um
obstaculo neutro e perigoso para o exercicio dos direitos a privacidade e ao controle de dados
pessoais. A auséncia de transparéncia nos algoritmos e processos decisorios dificulta a
responsabilizacdo e compromete a confianga nas tecnologias digitais. Investir em IA explicavel
e em mecanismos que garantam visibilidade dos sistemas automatizados ¢ fundamental para
promover um ambiente digital mais justo e alinhado aos principios de protecao de dados. Assim
sera possivel equilibrar inovacdo tecnologica com direitos fundamentais, fortalecendo a

accountability e prevenindo abusos no uso de dados pessoais.

3 A privacidade digital e as inovagdes tecnologicas

A privacidade digital emerge como um conceito inovador, desafiando a visdo
tradicional de privacidade que se restringia ao direito ao isolamento (Kaufman; Junquilho; Reis,
2023). A protecao da privacidade torna-se ainda mais complexa com o advento de tecnologias
que coletam e processam grandes volumes de dados. A Big Data, por exemplo, permite o
armazenamento e tratamento de informagdes geradas cotidianamente, o que levanta questdes
sobre o controle que os individuos t€ém sobre seus dados (Cassino; Avelino; Silveira, 2019).
Nesse contexto, surgem conceitos como Privacy by Design € Privacy by Default, que visam
assegurar que a privacidade seja considerada desde o inicio do desenvolvimento de servigos e
sistemas (Queiroz; Cancian; Cintra, 2023).

Nota-se que as inovagdes tecnologicas impdem nova dinamica a protecdo da
privacidade digital, exigindo abordagens mais proativas. A implementacao de Privacy by

Design e Privacy by Default demonstra a tentativa de incorporar a protecdo de dados desde o
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inicio do desenvolvimento tecnoldogico, buscando minimizar riscos e assegurar o controle dos
usuarios sobre suas informagdes. O fortalecimento de uma cultura de privacidade integrada as
solucdes tecnoldgicas ¢ essencial para equilibrar inovagdo com a protecdo dos direitos

fundamentais, promovendo relagao mais ética entre os avangos tecnoldgicos e a sociedade.

4 Garantias legais do direito a privacidade no Brasil

A andlise das garantias legais do direito a privacidade no Brasil revela avancos
significativos, como a promulga¢do da Lei Geral de Protecdo de Dados (LGPD) e a Emenda
Constitucional n® 115/2022, que asseguram a protecao dos dados pessoais (Brasil, 1988; Brasil,
2018). A LGPD estabelece a necessidade de consentimento claro e especifico para o tratamento
de informagdes, refletindo a necessidade de maior controle do cidadao sobre seus dados frente
a praticas algoritmicas potencialmente invasivas (Carloto, 2023). Contudo, a velocidade das
inovacgdes tecnologicas exige uma legislacdo mais robusta e adaptavel, capaz de lidar com as
novas ameagas a privacidade (Sarlet, 2021).

Assim, verifica-se que, embora o Brasil tenha logrado avangos importantes na
consolidacdo de garantias legais para o direito a privacidade, ¢ fundamental que essas normas
sejam constantemente aperfeicoadas e adaptadas as rapidas mudangas tecnologicas. Somente
por meio de uma legislagdo mais robusta, dinamica e capaz de acompanhar a evolugdo das
inovagoes, sera possivel assegurar de maneira efetiva a prote¢ao dos dados pessoais e o respeito
aos direitos fundamentais dos cidadaos em um ambiente digital cada vez mais complexo e

vulneravel.

5 O direito a explicacao e a transparéncia algoritmica

O direito a explicagdo ¢ crucial para garantir que os usudrios compreendam como seus
dados sdo tratados, promovendo a transparéncia e a confianca nas tecnologias (Brunotte et al.,
2022). A LGPD e o Regulamento Geral de Protecao de Dados (GDPR) da Unido Europeia
abordam a necessidade de explicacdes em decisdes automatizadas (Unido Europeia, 2016).
Contudo, a viabilidade técnica desse direito nem sempre ¢ garantida, e a falta de transparéncia
pode comprometer a protecdo dos dados pessoais. As explicacdes de privacidade podem
aumentar significativamente a confianga do usuario nos sistemas de software, esclarecendo por

que e para quais propoésitos os dados sao coletados (Horta, 2019).
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Portanto, o direito a explicacdo ¢ fundamental para fortalecer a transparéncia e a
confianga na utilizacdo de tecnologias, mas sua efetividade ainda enfrenta desafios técnicos e
praticos. Garantir explicacdes claras e acessiveis ¢ essencial para assegurar que os usuarios
compreendam como seus dados sdo tratados, promovendo maior controle e prote¢ao de seus

direitos.

Consideracoes Finais

A principal finalidade deste estudo foi investigar os conceitos fundamentais, desafios
éticos e implicagdes legais que emergem da interse¢do entre inteligéncia artificial generativa e
o direito a privacidade. Essa meta foi alcangada por meio da anélise da opacidade dos sistemas
de IA, cuja falta de transparéncia pode comprometer a prote¢ao dos dados pessoais e exigir uma
reflex@o continua sobre as implicacdes legais das inovagdes tecnologicas.

Além disso, foi avaliado o avanco da legislagdo brasileira na protecdo da privacidade,
constatando que, embora tenha ocorrido progresso, ainda sao necessarias medidas adicionais
para assegurar que os direitos fundamentais continuem sendo respeitados em um ambiente
digital cada vez mais complexo.

No que diz respeito aos resultados, verificou-se que a opacidade dos sistemas de [A
representa um desafio significativo para o controle dos dados e para a garantia de transparéncia,
sendo o direito a explicagdo uma ferramenta fundamental para fortalecer a confianca dos
usudrios. Quanto as inovagdes tecnoldgicas e as garantias legais no Brasil, observou-se que,
apesar do avango normativo, hd uma demanda por aperfeicoamentos que acompanhem a
velocidade das mudancas tecnologicas.

Por fim, conclui-se que a transparéncia, quando promovida pelo direito a explicagao,
¢ crucial para garantir uma relacdo equilibrada entre a tecnologia e os direitos humanos,

contribuindo para um ambiente digital mais justo e confidvel.
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